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Executive Summary  

I.  Large digital firms and the problems for competition and data protection 

1) The huge economic power of the large digital (tech) firms (in particular, Google, Face-

book, Amazon, and Apple) has led to new and large threats to both competition on many mar-

kets and the privacy and data protection of all citizens. This is a big challenge for competition 

policy and data protection law. 

2) In competition policy a broad opinion acknowledges that we have a very large competition 
problem that cannot sufficiently be solved by traditional competition law. This has led to 

the current far-reaching new policy initiatives, especially the "Digital Markets Act" proposal of 

the EU Commission with an ex-ante regulation of the behavior of gatekeepers. 

3) These large digital firms collect a massive amount of personal data from consumers, who 

are not capable of making sufficiently voluntary and informed decisions about the collection 

and use of “their” personal data (information and behavioral market failure), which endangers 
their informational self-determination and privacy. This is a (so far publicly less discussed) 

huge challenge for data protection law.  

II.  Framework for analyzing the intertwinement of competition and data protection law 

4) Due to the key role of personal data on many digital markets and the business models of 

these large digital firms, both problems (competition and privacy/data protection) and 
both market failures (market power and information/behavioral problems) are deeply 
intertwined with each other. This leads to a new and increasingly complex relationship be-

tween competition law and data protection law, and the need for an integrated analysis of 

competition and data protection problems with respect to the large digital firms. 

5) For the analysis of this new relationship this report uses an analytical framework, which 

includes the two market failures "market power" and "information and behavioral problems" 

and the two policies "competition law" and "data protection law" for enabling a better analysis 

of the interaction effects between these two market failures and two policy regimes on digital 

markets. This economic policy approach allows for a better "mapping" of the problems, e.g. 

also with respect to conflicts and synergies of both policies. 

6) Current discussions about competition and data protection have already shown the exist-

ence of manifold interaction effects between both policy regimes: Market power can have 

negative effects on privacy, information problems might impede competition, but there might 
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also be positive and negative effects of data protection law on competition, as well as of com-

petition law on data protection. These interaction effects can lead to conflicts but also offer 
the chance of synergies, i.e. that competition law and data protection law can help each other 

for achieving better the objectives of both policies, namely competition and data protection. 

7) The relationship between competition policy and data protection law is not only complemen-

tary. but due to the simultaneous existence of both market failures and the various interaction 

effects a more integrative and collaborative approach between competition law, data 
protection law, and also consumer law is necessary. 

III. Some synergies and conflicts between data protection and competition law 

8) The identification of synergies and conflicts between competition law and data protection 

law and how to deal with them is itself a complex problem. This is shown, in the following, by 

the analysis of a selected number of potential conflicts and synergies that have emerged in the 

current discussions. 

9) Competition and privacy: 

a)  The main reason why so far competition did not work well with respect to leading to more 
privacy-friendly data-collection practices of firms is the unsolved market failure "infor-

mation and behavioral problems". It also includes "dark pattern" practices of firms leading 

to informational and behavioral manipulation of consumers regarding their "consent".  

b)  It is unclear whether this market failure problem can be sufficiently solved by more infor-

mation requirements as part of "notice and consent" solutions, or whether more far-

reaching solutions are necessary. One particularly difficult additional problem arises from 

"data externalities". 

10) EU data protection law and competition: 

a)  In the last years a discussion emerged that a strict data protection law (as the GDPR) with 

an opt-in consent for collecting personal data might have negative effects on com-
petition, and might even favor, in particular, the large digital firms, because they might get 

easier consent than other (smaller) firms. Our critical analysis of this thesis leads to the 

following much more differentiated results: 

b)  The thesis that larger and more diversified firms might have advantages regarding 

costs of compliance with the GDPR compared to smaller firms might be – also partly con-

firmed by empirical studies – correct but this is true also for most other regulations and not 

specific for the GDPR. 
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c)  The large digital firms can presumably often get easier "consent" for the collection and use 

of personal data. However, the main reasons for this competitive advantage are (aa) 

the market power of the large digital firms, which force the consumers to consent (due 

to a lack of choice), and (bb) the well-known problem of underenforcement of the GDPR, 

especially with respect to the large digital firms. This underenforcement problem of the 

GDPR is caused by a weak enforcement regime and a too high level of legal uncertainty. 

d)  If the GDPR was properly enforced and the market power problem solved, it can be ex-

pected that most of these competitive advantages of the large digital firms would be elimi-

nated. 

e)  Therefore, the alleged conflict between a high level of data protection and competition only 

exists due to other unsolved problems. The correct policy conclusions are, hence, to solve 

the enforcement problems of the GDPR and deal effectively with the economic power of 

the large digital firms instead of weakening the standards of data protection law. This does 

not exclude the possibility to also find better solutions in data protection law that have pos-

itive effects on competition without endangering the objectives of data protection law. 

11) Although the data portability right of Art. 20 GDPR is widely seen as potentially facilitat-

ing competition, the expected synergy effects could not be realized so far. The current efforts 

to make this data portability right more effective, e.g., by mandating standardized interfaces 

and continuous real-time portability, should be supported. It is, however, necessary to 

acknowledge also the limits of this data portability right and search for additional data portability 

solutions beyond the data portability right of Art. 20 GDPR. 

12) Potentially difficult (but also limited) trade-offs between competition law and data protection 

law can arise through a) competition law remedies for more data access and data-sharing, 

and b) new forms of anticompetitive behaviors that use privacy protection reasonings for 

impeding the possibilities of competitors to get access to personal data. These cases need a 

deep analysis, the development of new approaches and tools, as well as the emerging trade-

offs might be solved best by a collaboration of competition and data protection authorities. 

IV. Policy conclusions: Introduction 

13) The task of the policy part of this report is to ask for policy solutions which - with respect 

to the huge economic power of the large digital firms – answer the question how their market 

power can be limited, and the protection of personal data and informational self-determination 

can be strengthened. This requires policies that address both the competition problems 
and the information and behavioral problems of the consumers, i.e. their capability to 
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have control over and manage “their” personal data.Therefore, these firms should not only be 

subjected to stricter rules with respect to competition but also to stricter rules with respect to 

data protection and consumer law (asymmetric regulation). 

14) Two basic strategies can be distinguished: One currently already much discussed option 

(basic strategy I) is to take privacy and data protection concerns more into account in compe-

tition policy (like, e.g. in the Facebook case of the German Federal Cartel Office). A second 

more far-reaching option (basic strategy II) is a more integrative and collaborative approach 

between competition policy, data protection law, and consumer law, which offers a much better 

perspective for solving conflicts and using and developing more synergies between these three 

policies for helping to solve both market failures. 

15) The report analyzes the range of possible policy solutions in three steps:  

a)  How can privacy and data protection concerns be included in traditional competition law 

(basic strategy I)?  

b)  How does the Digital Markets Act (DMA) proposal deal with the relationship between com-

petition policy and data protection policy, and how can it be improved with respect to more 

effectiveness regarding both competition and data protection?  

c)  How can outside of competition-related policies data protection law and consumer policy 

help to solve the problem of the huge economic power of large digital firms? This refers to 

the basic strategy II with its integrative and collaborative approach. 

V. Traditional competition law 

16) After the insight that traditional competition law might not be effective enough to deal with 

the economic power of the large digital firms, a broad consensus has emerged in Europe about 

the need that they should be subject to an additional layer of stricter rules for their behavior. 

This has led to the new sect. 19a GWB in German competition law and the proposals of new 

ex-ante regulatory approaches in the EU (DMA) and the UK ("pro-competition regime for digital 

markets"). 

17) Competition law and privacy: 

a)  Despite these new regulatory approaches traditional competition law will play also in the 

future an important role for addressing market power problems of large digital firms and 

should therefore also be improved with respect to its effectiveness. 

b)  Within the international competition law community, a lively discussion has emerged how 

data protection and privacy concerns can be better taken into account in competition law, 
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as part of the assessments in competition cases. These developments should be sup-

ported, which requires also much research in new methods and tools for assessing privacy 

effects. 

VI. The "Digital Markets Act" proposal (DMA) 

18) The Digital Markets Act with its ex-ante per-se rule regime for the behavior of gatekeeper 

platforms is intended to be the key instrument of the EU Commission for dealing with the eco-

nomic power of the large digital platforms. It is complementary to traditional competition law 

but pursues also other objectives than Art. 101 and 102 TFEU. A large part of the report ana-

lyzes this proposal in a deeper way with the following results. 

19) Objectives of the DMA: 

a)  The openness of the meaning of its objectives "contestability" and "fairness" has led to 

uncertainty, whether the DMA is only a different (ex-ante regulatory) form of competition 

policy or whether – related to the concept of fairness – it can pursue also other policy 

objectives, as, e.g., data protection and consumer policy objectives.  

b)  Since consumers are at least similarly dependent from gatekeepers as business users, 

they should be protected to the same extent as business users against unfair practices of 

gatekeepers. 

c)  The fairness concept in the DMA can be interpreted as encompassing different dimen-

sions, as, e.g., a fair sharing of surplus, protecting the autonomy of business and end users 

(with strengthening choice), and protection against informational and behavioral manipula-

tion (like, e.g. "dark pattern" behavior). 

20) The data protection and consumer policy dimension of the DMA: 

a)  We propose to interpret the DMA as a regulation of large gatekeeper platforms that in ad-

dition to competition can also take into account data protection and consumer policy objec-

tives.  

b)  This would lead to a more consistent interpretation of the DMA and its obligations and is in 

line with our general policy suggestion that the large digital firms need an asymmetric reg-

ulatory approach not only for competition but also for data protection and consumer policy. 

c)  The protection against unfair restrictions of choice of end users (through privacy poli-

cies and/or tying practices) in the obligations should be interpreted and enforced not only 

for supporting contestability but also with respect to strengthen data protection and con-

sumer policy objectives. 
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d)  Since nearly all obligations can be traced back to past and current competition cases, it is 

important to open the perspective that in future also new obligations can be included 

that focus much more directly on data protection and consumer policy concerns. It is 

therefore recommended that Art. 10 DMA about the update mechanism for obligations also 

clearly refers to unfair practices with respect to end users. 

21) A deeper analysis of the obligations shows that they often cannot be explained well only 

from a competition-oriented interpretation of the DMA, i.e. that also separate and additional 

fairness criteria play an important role. Vice versa, a more explicit acknowledgement of the 
data protection and consumer policy objectives in the DMA could strengthen these aspects 

in the application, i.e. the further specification of the obligations. 

22) Art. 5(a): Combination of personal data: 

a)  Most prominent for the relationship between competition law and data protection law is the 

obligation of Art. 5(a), which prohibits the gatekeepers to combine personal data from dif-

ferent sources without an additional consent of the end users (according to the GDPR). 

This corresponds to the remedy in the German Facebook case. 

b)  A deeper analysis of this obligation raises serious concerns about its effectiveness with 

regard to solving competition problems and the privacy risks through the information and 

behavioral problems of this additional consent. These concerns suggest that the current 

version of Art. 5(a) either aa) needs additional rules for ensuring a meaningful choice 

or bb) should be changed into a direct prohibition of the combination of personal data with-

out giving the gatekeepers the option to get consent from the end users. 

c)  Since in our view the direct prohibition of the combination of personal data would have 

positive effects both for contestability and for privacy protection, we propose to change Art. 

5(a) into a direct prohibition of the combination of personal data by the gatekeepers. 

23) Additional obligation for ensuring more choice regarding personal data: 

a)  It is unclear if not being forced to consent to the combination of collected personal data 

(Art. 5(a) DMA) is a sufficient minimum standard of choice for consumers with respect to 

their control over “their” personal data. Why should consumers not have much more far-

reaching options for choosing to what extent and for which purposes they allow the collec-

tion and use of "their" personal data by the gatekeepers as providers of core platform ser-

vices? 

b)  From a data protection and consumer policy perspective it can be justified due to the large 

economic power of gatekeepers that also other obligations can be introduced, which give 
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the consumers much more and also granular choice about the provision of their personal 

data. 

c)  We propose to introduce an additional obligation that would mandate the gatekeepers to 
offer the end users additionally the option to pay for their core platform services with 
a monetary payment instead of personal data (e.g., a monthly subscription fee). This 

would eliminate that consumers are forced to “pay” with their personal data for services 

that they usually cannot avoid any more. Through additional measures (like fee regulation 

and subsidies) it can be ensured that all data subjects can afford to use such an alternative 

payment model. 

24) We welcome that in a number of Art.5 and Art. 6 obligations (e.g. Art. 5(e), 6(1)b, 6(1)c 

and 6(1)e) the freedom of choice of business and end users is protected. We view these 

rights of business and end users not only as an instrument for enabling more competition but 

also as strengthening the autonomy of business and end users, which also should be explicitly 

taken into account in the process of further specification of these obligations. 

25) All three obligations Art. 6(1)a, 6(1)i (data access), and 6(1)h (data portability) refer to 

the rights on those data that are generated by business and end users on gatekeeper platform 

services. Not allowing the platform to use these data for competing with the business users, 

and giving full real-time access and portability to business and end users regarding these data 

is justified at least as much by fairness than contestability, because it is a matter of fairness 

that those who generate the data should also be rewarded with its benefits. These rights pro-

tect the commercial opportunities of business users and the autonomy and empowerment of 

consumers.  

26) Other obligations and rules: 

a)  Achieving more interoperability is a key strategy for enabling more competition and 

strengthening the freedom of choice of business and end users. We concur with many 

critics of the current version of Art. 6(1)f that this obligation is not far-reaching enough.  

b)  The obligation of Art. 6(1)j for sharing search data with other search engines can lead to 

more effective competition among search engines and many benefits and more choice for 

consumers. We have, however, concerns how gatekeeper can handle the trade-off be-

tween protecting personal data without substantially reducing the usefulness of these data 

for the competing search engines. Here a close collaboration between the Commission and 

data protection authorities might be necessary. 

c)  The effectiveness of all rights about protecting choice of business and end users can suffer 

from behavioral manipulation through "dark patterns" (biased choice architecture). We 
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welcome the proposals that demand an explicit prohibition of this and other forms of be-

havioral manipulation, e.g. as an additional obligation for the gatekeepers. 

27) Regarding the overall assessment of the DMA proposal, it remains an open question, 

which of the three European models (DMA, sect. 19a GWB, or a future "pro-competition re-

gime" in the UK) will turn out as the most effective solution, or to what extent they are capable 

at all to deal successfully with the huge economic power of the large digital firms. In the follow-

ing, a few general recommendations are offered for improving the DMA. 

28) Per-se rules vs. flexibility:  

a)  It is unclear to what extent the main advantage of this per-se rule regime, namely a fast 

compliance with all these obligations, can be realized in practice due to the need for more 

specification of these per-se rules. However, making too many concessions to demands 

for more flexibility endangers the entire rationale and effectiveness of this type of regulatory 

approach. Regarding this difficult balancing problem between the advantages of strict 
rules and flexibility we recommend to start with a fairly strict approach with not much 

flexibility, and to introduce only step-by-step (and after more experience) additional flexibil-

ity for a further refinement of the obligations. 

b)  Since the main problems are caused by the small number of the large digital firms, we 

recommend to design the quantitative criteria for designating gatekeepers in that way 

that primarily the core platform services of the large digital firms are addressed in the DMA. 

This allows for stricter rules and enforcement. 

29) Strengthening enforcement: 

a)  In line with other commentators we also support strongly proposals that lead to a faster and 

stricter enforcement of the obligations. This also encompasses an earlier and easier ap-
plicability of structural measures, more human resources for ensuring effective compli-

ance of the gatekeepers, and the building up of necessary technical expertise, and far-

reaching investigative powers. 

b)  Due to the uncertainty about the success of this per-se rule regulatory model of the DMA, 

it is crucial that the architecture of the DMA can evolve over time, which might have to go 

beyond the current update mechanism regarding core platform services and obligations. 

c)  For the same reasons the DMA should be very careful not to preempt other innovative 

policy approaches that deal with the economic power of the large digital firms, and should 

be open to use the expertise of other enforcement agencies, also at the national level. 
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VII. The contribution of data protection law, consumer policy, and the perspective of a more 
integrative and collaborative policy approach 

30) The basic strategy II that focusses on the combination of competition policy, data protection 

law, and consumer policy is in the center of the last part of the report. Data protection and 

consumer policy can also directly contribute with their instruments for helping to solve the 

problem of the economic power of the large digital firms. It can be asked what these policies 

can do better unilaterally, and, in an additional step, what can be done in a more integrative 

and collaborative approach between all these policies, especially also with respect to 

strengthen synergies between the policies. 

31) Data protection and asymmetric regulation: 

a)  In principle, the GDPR follows a “one-size-fits-all-approach”, i.e. all firms are treated 

equally. Nevertheless, a risk-based approach underlies some of its provisions. We are of 

the opinion that the risk-based approach should be a basic principle of the GDPR, meaning 

that the GDPR should set a minimum standard for every data controller and that the more 

significant the risk, the stricter the obligations should be.  

b)  This risk-based approach could be realized not only by asymmetric regulation but also by 

interpreting the GDPR and evolving guidelines (e.g. for the application of Art. 6(1)f and Art. 

6(1)a GDPR) which take into account the risk which lies in the data processing and the 

data controller. 

c)  The two market failures justify a rebuttable presumption of invalid GDPR consent if the 

consent is given to very large online platforms which needs to be refuted e.g. through a 

paid option to use the platform. 

32) If especially dangerous data processing by very large online platforms is identified, 

one could even think about prohibiting this data processing at all as long as the information 

market failure is not solved. If the risk for the data subject clearly outweighs the interests in 

data processing and the concept of consent does not work due to the two market failures, the 

need to protect the data subject justifies a prohibition of highly dangerous data processing. 

33) Data protection law can help to reduce dark patterns. Where biased choice architectures  

influence data subjects to declare consent to data processing, e.g. by using green buttons to 

give consent whereas the button to deny consent is colored red (preselection patterns), one 

could think of an (in)voluntarily given consent. California has implemented a law (1798.140 lit. 

h Cal. Civ. Code) providing that consent to data processing obtained by means of dark patterns 

shall be invalid. A similar law or, in any case, a respective interpretation of the GDPR, could 
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be part of the “dark pattern solution” in Europe, too. We support such a law and such an 

interpretation of the GDPR. 

34) Solving better enforcement problems of the GDPR: 

a)  The enforcement deficit of data protection law lies, on the one hand, in the legal uncertainty 

inherent in data protection law and, on the other hand, in the lack of enforcement efforts by 

individual data protection authorities. This, in turn, may be due to a lack of resources, but 

certainly also to other reasons, most notably the effects of the “one-stop-shop principle” 

and the resulting complex structure of competency. 

b)  Although the “one-stop-shop-principle” may cause more legal certainty, it leads to incon-

sistent law enforcement in the different member states. We thus argue in favor of a finan-

cially adequately equipped European Data Protection Authority which is competent for 

the data processing by very large online platforms. To identify potentially unlawful data 

processing, one could also think of further reporting requirements, e.g. within the scope 

of Corporate Digital Responsibility. 

35) Consumer policy: With its wide range of instruments for dealing with information and 

behavioral problems of consumers, consumer law might be an important policy for better solv-

ing these problems on digital markets. However the new challenges (e.g. dark patterns) require 

new policy initiatives. In that respect, also asymmetric regulation in form of stricter rules for the 

largest digital platforms can be justified. 

36) Towards a more integrative and collaborative approach: Due to the deep intertwine-

ment of the effects of competition law, data protection law, and consumer policy on competi-

tion, data protection and consumer empowerment, a stronger integrative policy approach that 

enables some form of coordination and collaboration between these policies would offer the 

chance of more effective solutions for dealing with the huge economic power of the large digital 

firms. More coordination and collaboration is also very important between the enforcement 
agencies of these policies. 
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1. Introduction 

The large digital firms (or tech firms)1 Google, Facebook, Amazon, Apple (and to a lesser 

degree Microsoft) are in the center of intense policy discussions in many countries with respect 

to the problem how their huge economic power can be limited, especially with respect to their 

market power on digital platforms that threatens competition, innovation and  consumer choice. 

The current discussions about very far-reaching reforms in competition policy,  as e.g. the 

"Digital Markets Act" proposal of the EU Commission,2 reflect the great challenge that these 

firms pose to the economy and society. Through the analysis of the power of these digital 

platforms it became increasingly clear how deep the collection and use of vast amounts of 

personal data by these firms (especially for targeted advertising on digital advertising markets) 

is linked and intertwined with their economic power. The reason is that this data power can 

again lead to large competitive advantages on many markets and at the same time might also 

allow them to influence the behavior of consumers through informational and behavioral ma-

nipulative strategies. Through the combination of market power and information power the 

users of the core platform services of these large digital firms might not be capable anymore 

to have meaningful control over their personal data, leading to serious dangers for their infor-

mational self-determination and privacy. As a consequence, this economic power of the large 

digital firms is also a great challenge for data protection law.  

This has led to the insight that on digital markets the issues of competition and data protection, 

and therefore competition law and data protection law are deeply intertwined with each other. 

Therefore, it is not surprising that the Facebook case of the German Federal Cartel Office3 

has triggered an international discussion about the relationship between competition law and 

data protection law in the digital economy. Partly linked and partly independent from this dis-

cussion about the economic power of the large digital firms, it has been also discussed for 

some time, whether and to what extent the EU data protection law (GDPR), which is viewed 

as a strict regulation for protecting the personal data of EU citizens, might also erect too many 

hurdles leading potentially also to negative effects on competition and innovation. Therefore, 

the question has emerged about potential tensions and even conflicts between competition 

                                                                            
1 In this report we use for these firms the term "large digital firms" (in line with the German term "große 
Digitalkonzerne") instead of the often used "large tech firms" or "large digital platforms". The latter does 
not fit well, because these large digital firms have a much more complex conglomerate structure, which 
also consist of digital platforms. 
2 European Commission (2020a). Proposal for a regulation of the European Parliament and of the 
Council on contestable and fair markets in the digital sector (Digital Markets Act), https://eur-
lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52020PC0842&from=en 
3 Federal Cartel Office (2019). Decision no B6-22/16 of 6 February 2019. 
 



15 
 

and data protection law. For example, the question has been raised, whether the GDPR might 

even lead to a strengthening of the economic power of the large digital firms. This would be 

another important aspect with respect to the new relationship between data protection law and 

competition law under the new economic and technological conditions of the digital economy. 

The task of this report is to analyze, especially with respect to the economic power of the large 

digital firms, the relationship between competition law and data protection law, and assess and 

develop policy strategies and proposals that might help to achieve better the objectives of both 

competition policy and of data protection law. This will require an integrated analysis of the 

competition and data protection problems on digital markets, and the impact of both competi-

tion law and data protection law on competition and data protection (and privacy). We are very 

much aware that there is a broad discussion in German data protection law if and to what 

extent data protection law protects the right to informational self determination and to what 

extent it is based on Art. 7 and/or 8 GrCh and therefore also refers to privacy protection or not. 

However, this discussion is not representative for the discussion in Europe outside of data 

protection law. The intertwinement between competition aspects and problems concerning the 

use of personal data are internationally discussed very well with regard to privacy as a whole. 

Therefore, we also want to discuss the dangers for privacy as a whole, not only for data pro-

tection law or the right to informational self-determination. This is why our argumentation faces 

both, the risks for privacy at all and the right to informational self determination in particular. 

To what extent do tensions and conflicts between competition law and data protection law 

exist, and to what extent can both legal regimes work into the same direction of more compe-

tition and more choice for consumers and informational self-determination? What policy pro-

posals can be made for strengthening synergy effects and mitigate conflicts between compe-

tition law and data protection law? 

The report consists of two parts: 

(1) The first part (chapter 2) offers a "mapping" of the competition and data protection problems 

through the economic power of the large digital firms, and of the new complex relationship 

between data protection and competition law on digital markets. This also includes an analysis 

of selected tensions and synergies between both legal regimes. Important results will be (a) 

the need of an integrated analysis of both policies with implications for also a more integrative 

and collaborative policy approach, and (b) the proposal that the large digital firms should be 

subject to asymmetric regulation not only with respect to competition but also data protection 

and consumer policy. 
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(2) The second part (chapter 3) has the task to assess and develop policy solutions with re-

spect to the economic power of the large digital firms, which simultaneously foster competition 

and data protection (synergies). Since the current policy discussion focuses much on compe-

tition policy, traditional competition law and, to a much larger extent, the current "Digital Mar-

kets Act" proposal are analyzed with respect to the question, how they can include also data 

protection and consumer protection concerns. This will lead also to a number of recommenda-

tions for improving the DMA proposal. Particularly important will be our recommendation that 

the DMA should consider much more explicitly also data protection and consumer policy ob-

jectives. In the last part of chapter 3 we also ask outside of competition-related policies how 

data protection law and consumer policy can directly contribute more to solving the competition 

and data protection problems through the large digital firms. This, finally, will lead to the pro-

posal of a more coordinated and collaborative approach between competition law, data pro-

tection law, and consumer policy. 
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2.  Data protection law and competition law: A mapping of the rela-
tionship, conflicts, and synergies  

2.1 Economic Power of large digital firms, competition, and privacy: What are the main 
problems?  

Although it is broadly acknowledged that the large digital firms Google, Amazon, Facebook, 

and Apple (often called GAFA or large tech firms) have been key drivers of innovation in the 

digital economy, also the concerns about their huge economic power have increased dramat-

ically in recent years. A large number of competition policy reports, published 2018 and 2019, 

have led to a broad reassessment of the power of these firms.4 These reports show a great 

consensus that (1) digital platform markets, as, e.g., search engines, social media services, 

and other platform services are characterised by very large economies of scale, and direct and 

indirect network effects that can lead to one dominating platform ("tipping"). (2) The collection 

and use of data, especially also personal data of consumers, plays a key role for the market 

power of the providers of these platform services. Particularly important is that the large digital 

firms do not only offer such platform services (with "winner takes all" implications) but also 

have built up complex digital ecosystems, which offer a multitude of complementary services 

to the consumers with lock-in effects and high switching costs ("walled gardens"). Important is 

that the market power of these digital firms is, in the meantime, so entrenched and persistent 

that it is seen as very improbable that their market position can be challenged in the near 

future. This is also caused by high entry barriers, e.g. also through their superior access to 

data, but also through the strategy of acquiring many new, fast-growing innovative firms that 

might have been capable of challenging the incumbent digital firms. 

These entrenched and persistent market positions can lead to manifold negative effects on 

competition, innovation, and consumer choice. Although nobody would deny that the large 

digital firms are still innovative, they increasingly use their economic power, their data, and 

their superior capabilities with respect to data analytics, algorithms and AI for expanding their 

market power positions in the digital economy. Through a number of strategies, like tying ser-

vices or self-preferencing, these firms can leverage their market power to other markets (en-

velopment strategies). These strategies can lead to exclusionary effects on many other firms 

and impede their innovative activities. Through the offering of quasi-monopolistic core platform 

services (e.g., search engine services and social media services) these large digital firms are 

                                                                            
4 See Schweitzer et al. (2018), Crémer et al. (2019), Furman et al. (2019), ACCC (2019), Stigler Com-
mittee on Digital Platforms (2019), and Wettbewerbskommission 4.0 (2019); for overviews about these 
reports see Kerber (2019) and Lancieri/Sakowski (2021). 
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often in gatekeeper positions between different market sides, which allow them to use unfair 

and exploitative practices vis-a-vis both the business users and the end users (consumers) of 

these platform services. Therefore a broad discussion has emerged that the business users, 

e.g. on intermediation platforms (like Amazon market place) or advertisers on digital advertis-

ing markets (with Google and Facebook as dominant firms), are subject to unfair business 

practices by these platforms with negative effects on competition and innovation. Through the 

quasi-monopolistic market structure with regard to these core platform services, also the con-

sumers can be harmed through less competition, choice and innovation.5 The main additional 

problem of excessive collection and use of personal data of consumers by the large digital 

firms will be discussed below. 

The common conclusion of these reports (and in the meantime also of many policy-makers) is 

that the economic power of these large digital firms is a very large unsolved competition 
problem. Since the traditional competition law with its ex-post control of abusive behavior (like 

Art. 102 TFEU) does not seem to be capable of dealing in an effective way with this huge 

challenge, it is widely seen as necessary to search for new approaches in competition pol-
icy. This has led to the current proposal of a new ex-ante regulation for gatekeeper platforms 

by the EU Commission ("Digital Markets Act") or the new sect. 19a GWB in the recent amend-

ment of German competition law.6 

However, the digital economy has also led to a second huge and unprecedented challenge, 

namely the new dangers to the privacy of persons (consumers) and their right to make 

meaningful decisions about the collection and use of their personal data (informational self-

determination). In particular, Google and Facebook collect a large amount of personal data 

through their manifold services, as the search engine, social media, and other services, which 

are offered for a monetary price of zero ("free") to the consumers but for which they have to 

“pay with their personal data”. However, “paying (fully or partly) with personal data” is not lim-

ited to the large digital firms but a wide-spread practice in the digital economy. While the pro-

vision of personal data of consumers to firms can also lead to benefits for the consumers (for 

innovation, improvements, and personalisation of services), it can also lead to a wide range of 

new risks and potential harm for consumers (e.g. through price discrimination, identity theft, 

fraudulent and manipulative practices, and profiling).7  

                                                                            
5 For an easy-to-read and clear summary of all these competition problems and their potentially harmful 
effects, see chapter 1 of the Furman report (Furman et al. 2019, 17-53). 
6 See Furman et al. (2019, 5) for the need for an additional ex-ante regulatory approach. For the dis-
cussion about new approaches and the DMA proposal see below sections 3.2 and 3.3. 
7 See for a brief overview about the risks OECD (2020, 22) 
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The basic approach in EU data protection law is that consumers (as data subjects) have the 

right to control the processing of their personal data by giving voluntary and informed consent 

(according to Art. 6(1)a GDPR), i.e. that they should be able to decide, which personal data 

are collected and used by whom and for what purposes (informational self-determination). 

However this instrument of "notice and consent" does not work well, because consumers are 

overwhelmed by too many decisions about consent, with often intransparent and hardly com-

prehensible and lengthy privacy policies, especially in combination with manipulative behav-

iors of the data-collecting firms.8 As a consequence, consumers are not capable of managing 

their personal data in a rational and well-informed way. This endangers their consumer sover-

eignty and informational self-determination, and impedes their capabilities to protect their pri-

vacy.9 This is a general problem on many consumer-oriented markets in the digital economy, 

on which firms are collecting personal data from the consumers. It is caused from an economic 

perspective primarily through the market failure of information and behavioral problems, 

which is not sufficiently solved by data protection law (or consumer law).  

However, it is a particularly serious problem with respect to the large digital firms. Since, e.g.  

Google and Facebook offer with their search engine or social media platform services that are 

de facto non-avoidable for most consumers (due to the lack of realistic other options; "must-

have" services10), these large quasi-monopolistic digital firms have the possibility to collect 

vast amounts of personal data from their users. In addition, these firms also have manifold 

possibilities to collect personal data via third-party websites and through tracking the consum-

ers all over the internet.11 Therefore the combination of information and behavioral problems 

and the market power problem leads to the danger of excessive collection of personal data, 

which might not only be an exploitative abuse of market power but is also a huge problem for 

the informational self-determination and the protection of privacy. Consequently, we have 

through the large digital firms an unsolved privacy problem, which is a huge challenge for 
data protection law.  

For the relationship between competition law and data protection law it is of utmost importance 

that this competition problem is deeply linked to this privacy problem, because it is, on 

the one hand, the economic characteristics of the platforms with their monopolistic tendencies, 

which allow the providers of these core platform services to collect so much personal data due 

                                                                            
8 See below in section 2.3.1. 
9 See SVRV (2021, 370 ff.), Datenethikkommission (2019, 96), and Wettbewerbskommission 4.0 (2019, 
43), Solove (2013). 
10 See CMA (2020a, 4.120) 
11 See ACCC (2019, 84-87), Binns/Bietti (2020), CMA (2020a, 2.18-2.22).  
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to the lack of choice for consumers. On the other hand, this superior access to personal data 

can lead to the further entrenchment of the economic power of the large digital firms through 

(a) increasing barriers to entry and foreclosing competitors (e.g. on markets for digital adver-

tising), and (b) through manifold possibilities to use this large information asymmetry between 

them and the consumers in manifold ways for their informational and behavioral manipula-

tion.12 It is this key role of personal data for the core markets of the large digital firms, which 

leads also to the deep linkage between the problems for competition policy and for data 

protection law.13 

The famous Facebook case of the German Federal Cartel Office (FCO),14 in which for the first 

time a data-collecting behavior of a digital firm was prohibited in 2019 as an abusive behavior 

of a dominant firm in a competition case, is a very innovative pioneer case: It focusses exactly 

on this linkage between the competition problem and the privacy problem with respect to Fa-

cebook as one of the large digital firms. In this case the FCO argued that due to the dominant 

position of Facebook on the German market for social media platform services forcing the 

users of these services to give consent to the merging of personal data that Facebook has 

collected from different services in and outside of Facebook infringes EU data protection law 

and is therefore an abusive behavior of a dominant firm. It imposed the remedy that Facebook 

has to give an additional choice option with respect to the merging of these personal data for 

protecting the privacy of the consumers, but also to mitigate the anticompetitive effects through 

the data advantages of Facebook with regard to its competitors. With this unprecedented link-

age between competition law and data protection law the German FCO has triggered a new 

world-wide discussion about the relationship between competition law and data protection 

law.15  

 
  

                                                                            
12 See Digital Regulation Project (2021a, 10).  
13 See Douglas (2021, 3), Kerber (2021d). 
14 See for the German Facebook case Federal Cartel Office (2019), Robertson (2020), Podszun (2020), 
and from an economic perspective Kerber/Zolna (2021).  
15 See as recent overviews OECD (2020), Douglas (2021)  
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2.2  Competition law, data protection law, and consumer law: A legal and economic 
policy framework   

Section 2.1 showed that both competition policy and data protection law face huge challenges 

through the digital transformation and, in particular, the economic power of the large digital 

firms. We also have seen that through the key role of personal data on many digital markets 

both problems – the competition problem and the data protection problem – are deeply inter-

twined with each other. This is also a consequence of the fact that from an economic perspec-

tive these digital platform markets suffer – with respect to the collection and use of personal 

data – simultaneously from two different market failures, namely the market power of the plat-

forms and the information and behavioral problems of the consumers. We claim that a deeper 

understanding of the relationship between competition law and data protection law requires an 

approach that allows for an integrated analysis of the effects of both market failures and both 

legal regimes. This also would allow for a much better analysis of potential conflicts and syn-

ergies between both laws. This section 2.2 will therefore present such an analytical framework, 

which can also contribute to the development of more effective strategies for policy solutions 

in chapter 3 through its provision of a map for analyzing the interplay between competition law 

and data protection law.16 

The framework is based upon an economic policy approach, which focuses on solving market 

failure problems and views policies as instruments for achieving normative objectives and pro-

tecting fundamental values of the society.17 From that perspective competition policy has the 

task of solving the market failures with regard to competition. Data protection law has the task 

of protecting the right to informational self-determination. This is done from an economic per-

spective by defining rights of natural persons (data subjects) with respect to “their” personal 

data, but also by setting up rules about how, e.g., firms (as the large digital firms) can collect 

and use the personal data of consumers for certain purposes, in particular through (but not 

limited to) the consent of the data subjects. However, due to the very serious information and 

behavioral problems of consumers, the requirement of a well-informed consent is often not 

fulfilled. From an economic policy perspective the solution of the market failure "information 

and behavioral problems" is usually the task of consumer policy, but with respect to the collec-

tion and use of personal data it is primarily the task of data protection law. Therefore both data 

                                                                            
16 See for this analytical framework and how it can be used Kerber/Zolna (2021) and Kerber (2021d). 
17 See, for the following, Kerber (2016) from an economic perspective. For a comparative analysis of 
competition law, data protection law, and consumer law from a legal perspective, which analyzes their 
similarities and differences also with respect to the relationship between these different policies, see 
Costa-Cabral/Lynskey (2017), Helberger et al. (2017), Graef et al. (2018).  
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protection law and consumer law should help enabling the consumers to make well-informed 

decisions about their personal data. This would empower consumers and strengthen their con-

sumer sovereignty and informational self-detemination, and therefore facilitate the protection 

of their privacy.  

For a long time, competition law and data protection law have been seen as entirely separate 

policies with different objectives and the task of dealing with different market failure problems. 

This is the reason why this innovative Facebook case of the German Federal Cartel Office has 

been so controversially discussed: It took into account privacy concerns in a competition case 

and linked it directly with data protection law. Therefore it is not surprising that the main critique 

of the FCO decision in this case came from the traditional approach that these two legal re-

gimes should be kept separate, i.e. that competition law should focus on the protection of 

competition, and data protection law should deal with privacy problems.18 Also the EU Com-

mission has held the view that privacy concerns should be dealt with by EU data protection 

law and not by EU competition law, which up to today leads to a very cautious approach in EU 

competition law with respect to considering also privacy effects in competition cases.19 How-

ever the discussion about the economic power of large digital firms has led to the insight that 

there are manifold interdependencies between both legal regimes, and that therefore such a 

pure separation approach is not a suitable and prudent strategy any more, particularly on dig-

ital markets that are dominated by these large digital firms, where both significant market power 

and information asymmetry problems exist. In contrast to the traditional separation model, 

which had implicitly assumed that there are no significant interdependencies between these 

two policy regimes, Figure 1 (next page) shows a much more complex picture with multiple 

interdependencies between the effects of the market failures and these policies. In the follow-

ing, this will be explained step-by-step.20 

  

                                                                            
18 See for this separation thesis in the Facebook case Körber (2019), Kellezi (2019). 
19 See Volmar/Helmdach (2018), OECD (2020, 26-29), Robertson (2020, 187). 
20 See for the following also Kerber/Zolna (2021, 8-12). 
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Figure 1: Two market failures, two policies, and their interaction effects21 

 

First, we can look at the effects of the two market failures: 

(1) The serious problems of the consumers to manage their personal data through large infor-

mation problems and potentially manipulative strategies of digital firms cannot only have neg-

ative effects on privacy and informational self-determination but also impede competition, be-

cause consumers cannot compare well the privacy policies of different firms.22  

(2) Vice versa, the market power of large digital firms on their core platform markets does not 

only imply lack of competition but can also directly have negative effects on privacy and infor-

mational self-determination, e.g. through excessive collection and use of personal data or not 

allowing genuine choice.23 

                                                                            
21 See Kerber/Zolna (2021, 10) 
22 See below section 2.3.1. 
23 See about the problem of excessive data collection Robertson (2020), Economides/Lianos (2021); 
see for the lack of genuine choice ACCC (2019, 22-23) and Condorelli/Padilla (2020, 181). 
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(3) Particularly important is that also the combination of both market failures can further in-

crease the economic power of the large digital firms, partly because these market failures can 

mutually reinforce each other, and partly because the combination of market power and infor-

mation power can have additional negative effects on both competition and privacy.24   

Secondly, also the effects of the two policies can be analyzed. As well as competition law on 

digital markets can- not only have effects on competition but also on privacy, vice versa, also 

data protection law does not only have an impact on the right to informational self-determina-

tion but can also have effects on competition:  

(1) Positive and negative effects of competition policy on privacy:  

(a) If, for example, competition law does take into account negative effects on privacy in merger 

cases, e.g., through limiting the effects of the combination of sets of personal data of the merg-

ing firms, then merger policy can have positive effects on privacy, and therefore support data 

protection law in ensuring a high level of data protection.25 The same is true, if competition 

law would prohibit horizontal agreements between competing firms, if these agreements re-

strict competition for privacy-friendly policies with respect to the collection and use of data. The 

example of the German Facebook case shows that also the control of abusive behavior of 

dominant firms with its remedy of an additional choice can have positive effects on privacy and 

informational self-determination.  

(b) Competition law can, however, also have potentially negative effects on privacy. Particu-

larly important are in that respect remedies about data access and data-sharing for solving 

competition problems and reducing entry barriers through data advantages of incumbents, if 

these data also encompass personal data. Here, a direct conflict might arise, because data 

protection law might limit the scope of data-sharing, especially through the requirement of the 

consent of the data subjects, and therefore reduce the effectiveness of this competition law 

remedy.26 Another problem are the currently much discussed strategies, especially of the large 

digital firms, to limit the access to personal data by apps and third-party trackers, which might 

have negative effects on competition but perhaps also lead to more protection of privacy.27 If 

                                                                            
24 The effects of the combination of both types of power has been analyzed also in Schweitzer et al. 
(2018, 99), where the link between intermediation power and information manipulation power is dis-
cussed. See also Digital Regulation Project (2021a, 10). 
25 See for the analysis of merger cases with regard to privacy effects OECD (2020, 25-29), Douglas 
(2021, 82-98). 
26 See below in section 2.3.4. 
27 See below in section 2.3.4. 
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competition law prohibits such strategies as anticompetitive, this might have in some cases 

negative effects on privacy.  

(2) Positive and negative effects of data protection law on competition: 

(a) If data protection law (and/or consumer law) would help to solve better the information 

problems with respect to the collection and use of personal data by digital firms or can prohibit 

certain forms of manipulative "dark pattern" behavior, then this can have positive effects on 

competition between firms,28 especially also with respect to privacy-friendly terms with regard 

to personal data. Also the data portability right of Art. 20 GDPR has always be seen as a policy 

instrument in data protection law that has also the task of supporting competition through a 

reduction of switching costs between digital firms and platforms.29 

(b) However, there is also an intense discussion about the question whether the high require-

ments of the GDPR with respect to the consent of data subjects for processing their personal 

data might have negative effects on competition, and would, in particular, favor large firms, 

who might get easier consent from consumers than smaller firms. This is also linked to the 

question whether the GDPR might make it more difficult to share personal data with other firms 

compared to the use of personal data within large diversified conglomerate firms.30  

These manifold examples of effects of these two market failures and two policies on both com-

petition and privacy show the importance of the analysis of the interplay between both policy 

regimes within such an integrated analytical framework. Additionally, three other aspects are 

important: 

(1) The objectives of competition and data protection law also overlap to some extent, because 

negative effects on privacy (e.g. through larger privacy risks) can to some extent also be un-

derstood as consumer harm, and therefore can also be directly taken into account in competi-

tion law (with its consumer welfare standard). This has already been discussed for some time 

in competition law.31 Also the problem of excessive data-collection can be dealt with as part 

                                                                            
28 See, e.g., also Heidhues et al (2021) who show that in the case of a limitation of the attention of 
consumers, regulating secondary features of complex products through consumer law can have pro-
competitive effects.  
29 See below in section 2.3.3. 
30 See below in section 2.3.2. 
31 See for privacy as a part of the quality parameter of competition Stucke (2018, 285-290), Esayas 
(2018), Douglas (2021, 62-74). See for an analysis of legal scholars that the objectives of competition 
law and data protection law can overlap Coste-Cabral/Lynskey (2017) and Graef et al. (2018). 
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of the control of exploitative abuse of dominant firms, even if clear criteria and methods are 

still missing how to do this practically in competition cases.32  

(2) Another important question refers to the availability of effective remedies for solving the 

competition and data protection and privacy problems. If the problems with large digital firms 

are caused by a combination of these two market failures, then competition law might run into 

the problem that it usually cannot apply remedies for solving information and behavioral prob-

lems, as well as, vice versa, data protection law (and also consumer law) do not have the 

option to apply remedies for solving competition problems, even if those have negative effects 

on privacy.33  

(3) Also the effectiveness of the enforcement regimes of both policies might be important. If 

one of the policies has serious problems with regard to enforcement, like it is discussed for the 

EU data protection law (in particular, vis-a-vis the large digital firms),34 then these enforcement 

deficits also can play a significant role for the relationship between competition law and data 

protection law on digital markets, and what both policies can contribute with respect to the 

economic power of the large digital firms.35 

These examples of interaction effects between both legal regimes and these additional aspects 

like over-lapping objectives, available remedies and enforcement problems show the complex-

ity of the relationship between competition law and data protection law.36 Searching for effec-

tive solutions for the competition and data protection problems caused by the large digital firms 

therefore requires to take these interaction effects and the ensuing complexity into account.  

If in situations with such complex interaction effects both laws are applied independently from 

each other (as this has been done traditionally and still is the case with competition law and 

data protection law), then the following three problems can emerge: 

                                                                            
32 See Robertson (2020). 
33 See Kerber/Zolna (2021, 15). 
34 See below in sections 2.3.2 and 3.4.2. 
35 The fact that the German FCO has prohibited a behavior that infringes EU data protection law has 
always raised the question, why this behavior was not prohibited directly by a data protection authority. 
This can only be explained by the enforcement problems of EU data protection law. This is supported 
by the fact that data protection authorities welcomed the decision of the German FCO.  
36 See for an international analysis of the intersections between competition laws and privacy laws and 
the complexity of this relationship, in particular, Douglas (2021): "Antitrust and data privacy law are 
meeting in complex and multi-faceted ways, particularly in the digital economy. Despite often being 
summarized as complementary or in tension, the relationship between antitrust law and data privacy 
law is more nuanced. A closer examination reveals a landscape of multi-faceted interactions, many of 
which are only beginning to be recognized and understood." (ibid. 3). 
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(1) Conflicts: The application of the laws might lead in certain cases to conflicts between both 

legal regimes, as in the case of competition law remedies that would mandate the sharing of 

personal data with its potential negative effects on privacy.37  

(2) Gaps: There might also be important cases, in which a problematic behavior with negative 

effects on competition or privacy is neither addressed by competition law nor data protection 

law, because both laws deem these effects as being beyond the scope of their tasks. Large 

gaps can also emerge, if one of the policies is only insufficiently enforced.38 

(3) Synergies: Particularly important are the manifold possibilities, in which the application of 

both laws work into the same direction, i.e. supporting competition and privacy. Then the ques-

tion can be asked what policy solutions can help to improve the use of these synergies or 

create new ways, how competition law and data protection law can help each other for achiev-

ing their objectives.39  

Therefore, the task of searching for policy solutions can also be put as follows: How to solve 

or at least mitigate conflicts? How to close gaps? How create new or exploit better existing 

synergies between competition and data protection law? 

What are basic policy options for dealing with these problems that arise through this deep 

intertwinement of competition law and data protection law? First, we should remind ourselves 

that these problems do not emerge generally between competition law and data protection 

law. Instead they are particularly important only on those digital markets, on which personal 

data play an important role, and on which we have serious competition problems and/or infor-

mation and behavioral problems (as, in particular, with respect to the large digital firms). In 

such cases, however, it is clear from an economic policy perspective that an independent ap-

plication of both laws, which does not take into account these interaction effects, will lead to 

unsolved conflicts, gaps, and an under-exploitation of potential synergy effects. 

Then two basic policy strategies can be used for dealing with these problems:  

(1) Unilateral strategies: The controversial debate that has been triggered by the German Fa-

cebook case has already led to a new discussion in the competition policy community to what 

                                                                            
37 Another form of conflict, which we are not analyzing, can arise, if competition and data protection 
authorities would make decisions that are not compatible with each other. 
38 The German Facebook case can also be understood as a case, in which a gap existed, because EU 
data protection law did not enforce the GDPR in such cases, and then the German FCO stepped in 
instead, and helped to close an existing gap. 
39 See for analyses of synergies and tensions between competition, data protection and consumer law 
from a legal perspective also Graef et al. (2018). 
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extent and how privacy can be better taken into account in competition policy.40 Since privacy 

harms can to some extent also be seen as consumer harm in competition law, and certain 

(e.g. excessive) data collection strategies of large digital firms can also lead to anticompetitive 

exclusionary effects and increase entry barriers, there is considerable scope for taking into 

account also privacy effects in competition law. Therefore, one policy can also unilaterally try 

to take into account these interaction effects and help to achieve better competition and pri-

vacy. Such a discussion already exists in competition law and also in data protection law there 

are cautious tendencies to take competition law arguments more into account, at least in some 

regulations.41 

(2) Coordinated strategies: Although such unilateral strategies might be capable of solving 

some of the problems, the effectiveness of such strategies will always be limited and run into 

serious problems, e.g. with respect to mitigating conflicts or finding sophisticated ways how 

synergies between both legal regimes can be used. Therefore a more coordinated approach 

between both legal regimes, which also might have to include some form of collaboration be-

tween enforcement agencies, might offer additional and more effective options for solving con-

flicts, closing gaps, and using better the potential synergies between both policies. This can 

refer to the use of remedies from competition law and data protection law in specific cases, but 

imply also a better alignment at the level of both laws, i.e., competition law and data protection 

law.42 

This framework with the two market failures, two policies, and the interaction effects between 

them will be used throughout the entire report, both for the further analysis in this chapter 2 

about the "mapping" of this relationship between the two legal regimes and, in particular, also 

in chapter 3 about policy solutions. In the remaining parts of chapter 2, we will analyze some 

particularly important and often controversially discussed questions about these interaction 

effects, conflicts, and synergies in more detail. 

 
  

                                                                            
40 See the overviews about this discussion in OECD (2020, 24-41) and Douglas (2021). 
41 See e.g. the discussion whether market dominance should be taken into account as part of the 
assessment of the requirements for valid consent in Botta/Wiedemann (2019, 439). This approach finds 
limited support in the Art. 29 Data Protection Working Party Opinion about legitimate interests of data 
controllers, in which the dominant position of a company on the market is also briefly mentioned as one 
of the factors that can be considered (Art. 29 Data Protection Working Party, 2014, 40). See also below 
in section 2.4. 
42 See OECD (2020, 49-51) and Kerber (2016, 866). 
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2.3  Competition law and data protection law: Some synergies and conflicts 

2.3.1  Competition, privacy, and the market for personal data 

2.3.1.1  Does competition lead to more privacy? 

One of the basic questions with respect to the relationship between competition law and data 

protection law is whether we can expect that more competition on a market, e.g. through a 

lower firm concentration or lower barriers to entry, would lead to a better protection of privacy, 

e.g. through less collection of data or more privacy-friendly terms with regard to the collection 

and use of personal data. What do we know about the relationship between competition and 

privacy? The problem is that there are still few empirical studies about this question,  which 

also have so far led only to inconclusive results whether a more competitive structure in a 

market would lead to better terms in the privacy policies of the firms or to a lower level of 

collection of personal data.43 Therefore the expectations that competition would have positive 

effects on privacy have not been fulfilled so far. On the contrary, data protection still seems to 

have only a low importance on many consumer markets. How can this be explained? In the 

meantime, we have ample evidence that one of the possible explanations, namely that con-

sumers generally do not care about their privacy and the collection and use of their personal 

data, is not true. Consumer worry about their personal data and their privacy but they seem to 

have large problems in managing their personal data.44 Based upon theoretical and empirical 

research we will show in this section that the market failure "information and behavioral prob-

lems" of consumers can explain why competition with privacy-friendly terms and conditions in 

the privacy policies of the firms does not work well, and why therefore the potential synergies 

from competition to privacy could not have been realized so far.  

Based upon economic theory about markets we would expect that under competition firms 

would offer products and services that try to fulfill the preferences of the consumers. This also 

would imply that firms also compete with their privacy policies, and therefore would have in-

centives to adapt them to the preferences of the consumers. Since, however, on many digital 

markets the provision of personal data by the consumers is also used as payment for services 

("data as counterperformance"), the decisions of the consumers have gotten much more com-

plex: For comparing the privacy policies of different firms the consumers have to take into 

                                                                            
43 See for an overview about the complex relationship between competition and privacy, including var-
ious hypotheses how competition can impact privacy, and the scant existing evidence through empirical 
studies Blankertz (2020). See as examples with different results that hint to opposite effects  Kesler et 
al. (2019) and Sabatini/Sapi (2019). 
44 See Blankertz (2020) with further references regarding surveys of consumers. 
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account also the "data price" they are paying for this service (in terms of allowing the firms to 

collect and use their personal data), and whether the value of this service is higher than this 

"data price". This would require not only information about what data are collected and for what 

purposes they are used, but also an assessment of the value of these data as well as the 

"costs" of providing these data in terms of the additional risks through the provision of these 

data.45 Since revealing personal data to others cannot only lead to additional privacy risks, 

which might harm the consumers in the future, but also might increase the benefits for the 

consumers through a personalisation of these services, a well-functioning market, in which 

consumers pay with their personal data, requires very complex and difficult assessments by 

the consumers about the benefits and costs of such a trading of "personal data for services". 

If consumer do not have this information and cannot make these assessments, then even 

rational consumers cannot distinguish, which privacy policies fulfill better their preferences, 

and cannot take them into account in their consumer decisions, which again will eliminate the 

incentives of firms to provide more privacy-friendly terms and services. As a consequence, it 

cannot be expected that privacy policies are a very relevant parameter in competition. There-

fore already the use of simple microeconomic theory shows us that for making correct deci-

sions about the providing of personal data on digital markets by consenting to privacy policies, 

high requirements with respect to information and assessment capabilities of the consumers 

have to be fulfilled, even if they act fully rational and do not suffer from behavioral biases.  

2.3.1.2 Information and behavioral problems of consumers and the problem of "dark 
pattern" behavior 

Art. 6 (1) a GDPR requires that the provision of personal data to firms is based upon "notice 

and consent" solutions, i.e. the firms are supposed to give information about the data they are 

collecting, and for what specific purposes they are using these data, and based upon this in-

formation the data subjects decide whether they give their consent for this processing of their 

personal data. This consent about the processing of personal data has to be a "... freely given, 

specific, informed and unambiguous indication of the data subject's wishes ..." (Art. 4(11) 

GDPR).46 However also in the law an increasingly critical discussion has emerged that these 

"notice and consent" solutions might not work effectively as an instrument for the consumers 

to make meaningful decisions about giving consent regarding the collection and use of “their” 

personal data.47  

                                                                            
45 See Acquisti et al. (2016). 
46 See also the guidelines on consent of the European Data Protection Board (2020). 
47 See, e.g., Luzak (2014).  
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In section 2.1 we already claimed that consumers are not capable of managing their personal 

data in a rational and well-informed way. In the following, we will analyze in more detail the 

manifold problems that consumers have to face in making these decisions for managing their 

personal data on digital markets:48 

(1) Data-collecting firms are often not transparent enough or give misleading information about 

what data they collect and how they are using them, and with which firms they are sharing the 

data (and, again, how these firms use these data). The privacy policies also often use very 

broad and general terms, which do not provide specific information.  

(2) Additionally, firms can also collect personal data secretly without informing the consumers. 

A particular complex problem are the manifold ways of tracking consumers in the internet, 

which is very intransparent for consumers.  

(3) The privacy policies of data-collecting firms are often very long and incomprehensible for 

consumers. This leads to too high information costs, i.e. it is therefore impossible to read all or 

at least the most important parts of the many privacy policies, which consumers have to accept 

for participating in the digital economy.49 

(4) Consumers are also not aware of (and cannot assess) the value of their personal data that 

they provide to digital firms. 

"Dark pattern" behavior 

(5) A particularly important problem is that data-collecting firms can try to influence the deci-

sions of the consumers with regard to consent with a broad range of instruments. In recent 

years a large literature about "dark pattern" has emerged that shows that through specific de-

signs how the choice about consent (or opting-in or opting-out from certain purposes of data 

processing or sharing of personal data with other firms) is presented, digital firms can influence 

the decisions of the consumers. This is, in particular, based on behavioral insights into biases 

in the decision-making of consumers.50 Especially wellknown is the default bias, i.e. that con-

sumers tend to accept choices in pre-ticked boxes instead of opting-out again. However there 

are also many other ways how the choice architecture can be designed through buttons with 

                                                                            
48 See also the discussions in Acquisti et al. (2016), Solove (2013), Bechmann (2014), Srinivasan 
(2019), Kemp (2020), and as overviews OECD (2020, 35-37), Kerber (2016, 644); see with respect to 
the "privacy paradox" also the overview in Kokolakis (2017). For a sector investigation of the problems 
of consumers regarding mobile apps see Federal Cartel Office (2021). 
49 Specht-Riemenschneider/Bienemann (2019, 7 f.). 
50 See e.g., Forbrukerradet (2018), Luguri/Strahilevitz (2021), Martini et al. (2021), Weinzierl (2020), 
Waldman (2020). 
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different colours, where the buttons are placed on the screen, making it more difficult not to 

consent (or opt-out again), using a confusing or misleading design, or setting the consumers 

under emotional or psychological pressure.51  

In addition, digital platforms can easily experiment with different designs and test the response 

of their users, leading to much experience how they can influence the users (or different groups 

of users) to make decisions that do favour the interests of the data-collecting firms instead of 

the consumers. And with regard to the applied methods: "... online platforms are in an espe-

cially good position to maximize the impact of their choice architecture. ... this is due to the 

combination of three related factors: (i) extensive data about individual consumer behavior; (ii) 

machine learning algorithms that can mine these data for relevant behavioral patterns; and (iii) 

A/B testing techniques that are designed to industrialize trial and error experimentation to max-

imize the choice architecture's effect on users."52 Due to these empirically well-confirmed new 

ways of informational and behavioral manipulation through "dark pattern" behavior, also a new 

discussion has emerged how to deal policy-wise with these new methods of influencing con-

sumer decisions on digital markets.53 Important for our discussion here is that especially the 

large digital firms, who have detailed consumer profiles about many users, and are the leading 

firms in data analytics, machine learning and algorithms, are in the best position to use these 

"dark pattern" behavior to influence the decisions of consumers with biased choice architec-

tures with respect to the collection and use of personal data.54  

Additional problems: Assessing privacy risks and "data externalities"  

It is however necessary to take into account that also additional problems exist, which make it 

difficult that consumers can make the right decisions about the provision of their personal data:  

(6) A particular difficult problem is that it is nearly impossible for consumers to assess the 

potential future privacy risks of allowing others to collect and use their personal data, especially 

if these data are also shared with a large number of other providers of services. This does not 

only refer to "data breaches" but also the manifold possibilities that these data, e.g. also by 

combining them with other data, are used for price discrimination, behavioral manipulation, the 

behavioral targeting of vulnerabilities, and misleading and fraudulent behavior.55  

                                                                            
51 See an overview of different types in Martini et al. (2021, 52). 
52 Digital Regulation Project (2021a, 18). 
53 See, e.g., Martini et al. (2021), Digital Regulation Project (2021c, 17-24), and Luguri/Strahilevitz 
(2021, 82-102) for the discussion in the U.S. 
54 See for dark pattern behavior also in later parts of the report, e.g., in sections 3.3.7, 3.4.2 and 3.4.3. 
55 See Engeler (2021b, 4 f.). 
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(7) A very different and much more fundamental problem is the problem of "data externalities", 

which from an economic perspective is an additional market failure problem. Through the sta-

tistical analysis of large sets of personal data it is possible to infer much information about a 

specific person, if these data sets encompass many personal data from other persons with 

similar socio-economic characteristics. This implies that digital firms can know a lot about per-

son A and her behavior, even if they do not have any personal data about this person. There-

fore the revealing of personal data by other consumers can lead to negative ("externality") 

effects on the privacy of person A. Recent economic research has shown that such data ex-

ternalities, which are presumably significant due to the abundance of collected personal data, 

can lead to a too low level of privacy, because denying the consent to provide personal data 

might not be a very effective instrument any more for protecting one's privacy.56 

 

2.3.1.3  Conclusions 

These manifold problems of the consumers to manage their personal data and protect their 

privacy lead to the danger that consumers increasingly come to the conclusion that their efforts 

for understanding privacy policies and trying to make informed decisions about giving their 

consent to the collection and use of personal data are futile and a waste of time.57 If however 

many consumers either do not care any more, because they feel overwhelmed ("consent-fa-

tigue"), or cannot assess easily the privacy-friendliness of different privacy policies of firms, 

then the conditions for an effective competition with privacy policies and privacy-friendly prod-

ucts and services are very difficult. We still would claim – based upon economic theory – that 

in a well-functioning market without these market failures competition would set incentives that 

firms offer privacy policies according to the privacy preferences of the consumers. Therefore 

policies, which try to solve the information and behavioral problems and help the consumers 

to make meaningful decisions about “their” personal data, might not only help directly informa-

tional self-determination and privacy protection, but might also help to enable effective com-

petition with privacy policies.58  

                                                                            
56 See Choi et al (2019) and Acemoglu et al (2021). 
57 See Turow et al (2015), Condorelli/Padilla (2020, 181). 
58 Even if competition with privacy policies can work, we should not expect however a clear correlation 
between the number of firms (firm concentration) and the positive effects on privacy. Such clear corre-
lations also do not exist between the number of firms and other non-price parameters of competition, 
as, e.g. product quality or innovation. Therefore in cases of mergers, which would reduce the number 
of the firms, it would be necessary to investigate in a case-by-case analysis whether a merger has 
negative effects on privacy or not. 
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More transparency, e.g. also through standardisation and/or certification of privacy policies, 

privacy icons, as well as effective policies against misleading and manipulative practices (as 

"dark pattern" behavior) might help to make privacy policies more comparable and therefore 

allow consumers to identify better those privacy policies that fit better to their privacy prefer-

ences.59 Consumer and data protection policy could therefore contribute to make competition 

with privacy policies more effective, which again would lead to positive (synergy) effects of 

competition on privacy. It is however not clear whether and to what extent it will be possible to 

solve these problems with the traditional (consumer) policy instruments, or whether also en-

tirely new solutions as, e.g., new types of intermediaries (like PIMS: personal information man-

agement systems, and data trustee solutions) or new consent management systems might be 

necessary.60 Overall, it is important to understand that the market for personal data suffers 

from serious market failures.  

 

2.3.2  Effects of the level of data protection on the competitive advantages of the large 
digital firms  

2.3.2.1  Introduction 

In the discussion about the relationship between data protection law and competition law one 

of the most discussed topics refers to the question whether the EU data protection law with its 

high requirements for processing personal data (especially the need for opt-in consent) might 

lead to negative effects on competition. Particularly interesting is the question whether the 

GDPR strengthens the economic power of the large digital firms, because they might get – de 

facto – easier consent for collecting and use of personal data of consumers than other firms, 

and especially their European competitors.61 If this thesis is true, then this would be one of 

the interaction effects from data protection law on competition, which might lead to a conflict 

between data protection law and competition. This might raise the question whether a lowering 

of the level of data protection in the EU might be a remedy for mitigating such negative effects 

on competition. However, due to the wellknown enforcement problems of the GDPR, it is also 

possible that the EU data protection law is only formally a very strict law but might have de 

facto a low standard of data protection due to severe underenforcement problems. We there-

fore will also ask the question whether there are other important reasons for competitive 

                                                                            
59 See, e.g., Kettner et al. (2018), Efroni et al (2019). 
60 See, e.g., Kettner et al. (2020). 
61 See OECD (2020, 42).  
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advantages of large digital firms with respect to get easier consent than other firms for the 

collection and use of personal data. In this section we will analyze these questions and discuss 

possible policy implications.62 

2.3.2.2  Studies about the effects of GDPR on competition 

In OECD (2020) and Gal/Aviv (2021) comprehensive overviews about the existing literature 

and empirical studies can be found about the impact of the GDPR (and, more generally, pri-

vacy laws with opt-in consent) on different firm sizes, market concentration, competition and 

entry barriers. In the following, we summarize and critically assess the results of this litera-

ture:63  

(1) There is a wide-spread agreement that the compliance costs of firms regarding the GDPR 

are significant and lead due to the existence of fixed compliance costs to a disproportionately 

higher burden for smaller firms than for larger and more diversified firms, and also to entry 

barriers for new firms.  

(2) In a number of articles concerns were raised that privacy laws that require opt-in consent 

could lead to disadvantages for small and new businesses due to economies of scale and 

scope for getting consent, i.e. that larger and more diversified firms have relative advantages 

compared to smaller firms. The requirement of opt-in consent could therefore lead to a further 

entrenchment of the market position of incumbents, because they already have gotten consent 

in the past for collecting large amounts of personal data of consumers.64 

(3) Another concern is that the requirements of the GDPR for processing personal data are 

also impeding the sharing of personal data between firms, because (a) the data can only be 

used for specific purposes to which the data subject has given consent, and (b) the data-shar-

ing firm has – at least in some cases – also to take care of the compliance of the data-recipient. 

These impediments for data-sharing would favor larger conglomerate and vertically integrated 

firms. Since it makes it harder to get personal data from outside sources, it incentivizes more 

direct internal collection of data.65 

                                                                            
62 These questions are also very relevant for the international discussion, because many countries view 
the GDPR as a model for their own new privacy laws. 
63 See, e.g., Calgigo (2017), Campbell/Goldfarb/Tucker (2015), Matthew/Tucker (2019), Ohlhausen 
(2019), Gal/Aviv (2020). There are also a number of empirical studies that have tried to analyze whether 
the introduction of the GDPR has negative effects on competition, firm concentration, e.g. in online 
advertising, or third-party tracking. See, e.g., Libert/Graves/Nielsen (2018), Greif (2018), Moazed 
(2019), Johnson et al. (2021).   
64 See Campbell/Goldfarb/Tucker (2015), Matthews/Tucker (2019), Ohlhausen (2019), and Gal/Aviv 
(2021, 353).  
65 See, in particular, Gal/Aviv (2021, 353). 
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From all of these reasonings it can be concluded that the GDPR with its opt-in consent and 

strict rules how to use these data might lead to disadvantages for smaller and new firms and 

therefore have negative effects on competition. However, some of the authors of these studies 

as well as the OECD also emphasize that the larger control of consumers over “their” data 

through the GDPR can also have advantages, which might be larger than those possible neg-

ative effects on competition. However, it should be asked whether the objectives of the GDPR 

can also be achieved with less distortioning effects on competition.66 

At first sight these reasonings about the effects of the GDPR and, especially, the opt-in consent 

are well-argued, and are partly also supported by empirical studies. However a deeper analysis 

leads to a much more mixed picture, especially also in respect to the policy conclusions that 

can be derived from this discussion. It certainly has to be acknowledged that compliance with 

the GDPR can cause considerable costs, and that larger firms have to bear a disproportion-

ately lower burden with respect to these costs than smaller or new firms. It has however to be 

noted that nearly all regulations lead to relative advantages of larger firms compared to their 

smaller competitors, and it is not clear at all whether this is a bigger problem in the case of the 

GDPR than with other regulations.67 There might also exist economies of scale and scope of 

larger and more diversified firms to get consent for personal data, but this will depend very 

much on the specific markets, on which these firms sell their products and services. Very im-

portant are, however, two other factors that might be responsible why especially the large dig-

ital firms might have advantages for getting easier consent, which are not addressed in this 

literature. The first factor refers to the already mentioned problem of a potential underenforce-

ment of the GDPR vis-a-vis large digital firms, and the second factor might be the already 

existing entrenched market power and the lack of other options for the consumers. Both will 

be discussed in the next sections. 

  

                                                                            
66 See OECD (2020, 43).  
67 See, e.g., the large competitive advantages the large digital firms have regarding taxation in com-
parison with other less international firms.  
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2.3.2.3  GDPR: Underenforcement and legal uncertainty 

An analysis of the enforcement of the GDPR shows that despite the fact that theoretically very 

high fines and other incisive measures exist to enforce the GDPR (Art. 58 and 85 GDPR), the 

data protection authorities of the member states of the EU, who have the task to enforce the 

GDPR, have so far been very reluctant in using their enforcement powers, especially with re-

gard to the large digital firms.68 Since the enforcement regime in the EU uses the “one-stop-

shop principle” that stipulates that in principle only the data protection authority of that member 

state in which a firm has its main or single establishment has the authority to deal with all 

GDPR violations throughout the entire EU (Art. 56 (1) GDPR), the relevant data protection 

authorities for the large digital firms are the Data Protection Commission (DPC) in Ireland which 

is competent with regard to Google, Facebook, and Apple and the Commission Nationale pour 

la Protection des Données (CNPD) in Luxembourg which is competent for Amazon. Many ob-

servers and also other data protection officials have large concerns that the DPC is not doing 

enough to enforce the GDPR against these large digital firms, although there are large con-

cerns about the compliance of these firms with the GDPR.69 Only very recently has the DPC 

made its first decision against one of the large digital firms, after it was forced to amend its 

initially more lenient draft decision on the matter through the means of a binding decision by 

the European Data Protection Board (EPDS).70 The CNPD has also recently issued its first 

decision regarding a considerable fine against Amazon Europe Core S.à.r.l.71 There are con-

cerns that the data protection authorities in these countries do not have incentives for a strict 

enforcement against these large digital firms that have chosen these countries as location for 

their headquarters.72 It has, however, to be acknowledged that also the data protection 

                                                                            
68 See the more detailed discussion in section 3.4.2.6; generally about the enforcement gap in data 
protection in Europe and the United States Lancieri (2021). 
69 See e.g. the objections of eight data protection authorities to the DPC’s draft decision on WhatsApp 
Ireland Ltd.’s data collection practices, as summarized in the EDPB’s Binding decision 1/2021 on the 
dispute arisen on the draft decision of the Irish Supervisory Authority regarding WhatsApp Ireland under 
Article 65(1)(a) GDPR, adopted on 28 July 2021. For a critical look at the DPC’s enforcement actions, 
see also Thiel (2021, 469); Wagner/Ruhmann (2019). 
70 EDPB, Binding decision 1/2021 on the dispute arisen on the draft decision of the Irish Supervisory 
Authority regarding WhatsApp Ireland under Article 65(1)(a) GDPR, adopted on 28 July 2021. The pro-
cedure necessary to arrive at such a binding decision is set out in more detail in section 3.4.2.6. 
71 CNPD, Decision regarding Amazon Europe Core S.à.r.l., 6 August 2021, available at 
https://cnpd.public.lu/en/actualites/international/2021/08/decision-amazon-2.html, last accessed 22 
September 2021. 
72 Therefore the underenforcement vis-a-vis these large digital firms can be a consequence of jurisdic-
tional competition for these large digital firms (forum shopping). 
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authorities in other member states are so far very reluctant in imposing high fines, which due 

to their deterrence function would give more incentives for full compliance with the GDPR.73 

This underenforcement problem is also linked to the problem that with regard to many ques-

tions about the collection and use of personal data there is still large legal uncertainty about 

what practices and terms and conditions in privacy policies are allowed and which are infring-

ing the GDPR.74 Due to the reluctance of data protection authorities to initiate proceedings 

against potential infringements, the process of clarifying the rules of the GDPR through cases 

and decisions by the European courts has been so far very slow.75 This combination of un-

derenforcement and legal uncertainty about the correct interpretation of the data protection 

rules (with a broad range of interpretations in the legal literature)76 has led to large grey areas 

and gaps, in which it is either legally not clear what the legal rules are and/or in which many 

practices, and presumably also entire business models, are de facto tolerated due to the lack 

of effective enforcement.77 In such a situation, especially large digital firms have a wide scope 

for exploring practices with regard to the collection and use of personal data which might not 

only test the limits and exploit the loopholes of EU data protection law, but might also go far 

beyond what would be compatible with the GDPR. Due to their huge financial resources, the 

large digital firms do not have to fear high fines and can much better exploit these possibilities 

for the collection and use of personal data than other firms.78  

In our overview about the potentially negative effects of the GDPR on competition it was 

claimed that large conglomerate and vertically integrated firms (as, e.g., the large digital firms) 

                                                                            
73 For an overview over the fines imposed by the various national authorities, see table 1 in section 
3.4.2.6. 
74 See the more detailed discussion in section 3.4.2.2. 
75 The CJEU e.g. has only had to decide on two cases concerning the GDPR from January to Septem-
ber 2021: CJEU’s decisions on the GDPR from 2021: CJEU judgment of 15 June 2021 – Face-
book/Gegevensbeschermingsautoriteit, C-645/19, EU:C:2021:483; CJEU judgment of 22 June 2021 
– Latvijas Republikas Saeima, EU:C:2021:504. 
76 One example is the discussion of what is “necessary for the performance of a contract” under Art. 6 
(1) (b) GDPR, with e.g. Gierschmann (2022, 65) and Schulz (2018, 30) claiming that it suffices if the 
parties stipulate the data processing as the service contractually owed by the processor and e.g. Golland 
(2018, 131); Schulz (2018, 30) and Stemmer (2021, 41.1) arguing for an objective interpretation of the 
necessity criterion. 
77 One example of this are “dark patterns” whose data protection implications are discussed in more 
detail in section 3.4.2.5  Data protection law could in theory counteract these patterns, but their use is 
not easy to prove in practice, Martini/Drews/Seeliger/Weinzierl (2021, 70). 
78 However legal uncertainty and systematic underenforcement can also lead to another advantage for 
these large digital firms, because consumers tend to trust more well-known firms with strong brands 
than lesser known firms or unknown new firms, if it is not clear whether and to what extent firms comply 
with data protection rules and also ensure a high level of cybersecurity for avoiding data breaches. See 
for the advantages of the reputation of large firms in such situations of legal uncertainty Gal/Aviv (2021, 
373). 
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have advantages regarding the use of collected personal data in comparison to smaller firms, 

because the GDPR erects multiple hurdles for the sharing of personal data with other firms or, 

vice versa, to get access to personal data from external sources. One particular problem is the 

purpose limitation of consent which requires to get new consent if these personal data are 

used for other purposes. In competition law there was always a "privilege" for large firms (that 

consist of many subsidiaries with own legal entities) because all behavior between these sub-

sidiaries of this large firm was viewed as internal and therefore not subject to competition law 

("Konzernprivileg").79 However such a "privilege" for large firms does not exist in EU data pro-

tection law.80 Data-sharing within a large firm consisting of different legal entities face the 

same rules for data-sharing as the data-sharing between different firms. Also the principle of 

purpose limitation applies in the same way. How can it be explained that these conglomerate 

firms can use much easier the collected personal data for different purposes in all parts of the 

firm? The solution is that the consumer has to consent to privacy policies of the large firm, 

which stipulate that all subsidiaries of the large firms and partner firms etc. can use these data 

in combination with a very broad description of the purposes of this data-processing. There-

fore, these large conglomerate firms need only one consent for the sharing and use of these 

data within the entire firm.  

However, from a data protection law perspective giving consent to such a wide sharing of data 

with such a broad consent regarding the purposes might often be not compatible with the 

GDPR.81 It therefore can be claimed that if the rules about having to give consent to the use 

of personal data for specific purposes were to be properly enforced, then these conglomerate 

firms would not be so easily capable of using these data for manifold purposes in the entire 

firm. This implies that it is again the underenforcement of the GDPR which leads to these 

additional relative advantages of the large digital firms in comparison with their smaller or less 

diversified competitors. Therefore, it has been suggested, also from a competition perspective, 

                                                                            
79 For the “Konzernprivileg” in competition law, see e.g. CJEU, Judgment of 24 October 1996 – Viho, 
C-73/95 P, ECLI:EU:C:1996:405, paras. 50 f.; Thomas (2020, 2, 693); more detailed: Thomas (2005, 
236 ff.). 
80 Bierekoven (2017, 284); Körner (2019, 1395); Spoerr (2021, 3a); Voigt (2017, 428); Wurzberger 
(2017, 259). However, some scholars argue that a “Konzernprivileg light” exists, as recital 48 GDPR 
states that controllers which are part of a group of undertakings may have a legitimate interest in trans-
mitting personal data within a group of undertakings for internal administrative purposes, see e.g. Pfrang 
(2019, 161); Voigt (2017, 429); Wurzberger, (2017, 260). 
81 Consent has to be given for “one or more specific purposes” (Art. 5(1)(a) GDPR). This criterion has 
to be interpreted narrowly, Albers/Veit (2021, 23). 
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that the data protection principle of purpose limitation should be used more as a solution for 

limiting the competitive advantages of the large digital firms.82 

2.3.2.4  Market power on core platform markets 

We think however, that the main reason for the competitive advantages of large digital firms 

with respect to getting the consent for the collection and use of personal data is their huge 

market power on their core platform services. Since most consumers have no realistic alterna-

tive options than using core platform services as the social media service of Facebook, the 

search engine or Youtube of Google, they are locked-in into the platforms and ecosystems of 

the large digital firms. The consumers are facing very often the situation, as it was claimed in 

the German Facebook case, that they have no genuine choice, and are therefore de facto 

"forced" to accept in a "take-it-or-leave-it" way the terms and conditions in the privacy policies 

of the large platform firms.83 It is the huge market power and the de facto unavoidability of 

using the services of these large digital firms ("must-have" services) that makes it so easy for 

them to get not only the consent from the consumers, but also a very far-reaching consent 

about the collection and use of their personal data. On other markets, where consumers have 

a choice between different suppliers, it is much more difficult for the firms to get consent for 

the processing of so many data.  

Refering again to our analytical framework, it is the competition market failure that in our view 

is the main reason for the huge competitive advantages of the large digital firms. This problem 

is aggravated by two additional strategies of these firms: The first one is the bundling of this 

consent with agreeing also to accept the merging of the personal data that are collected from 

other services and sources within or outside of the large digital firms, which increases tremen-

dously the availability of personal data and how these data can be used, and lead to a further 

strengtheening of the competitive data advantage of the digital firms.84 The second strategy is 

the building up of this far-reaching network of sources all over the internet, where the large 

digital firms (partly in exchange for services on websites or through their direct tracking activi-

ties) can collect personal data that they integrate into their consumer profiles.85 It is very clear 

                                                                            
82 See Caffarra/Ryan (2021). A stricter enforcement of purpose limitation might have similar effects as 
data separation remedies in competition law. 
83 Condorelli/Padilla (2020, 181). 
84 This is the strategy in the German Facebook case that was prohibited as abusive, also due to the 
exclusionary effects that are a result of the additional data advantages through this strategy. See about 
the anticompetitive effects of such a strategy of "tying of privacy policies" Condorelli/Padilla (2020, 181). 
85 See ACCC (2019, 84). 
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that other firms outside of this small group of large digital firms do not have comparable possi-

bilities to collect and use personal data. 

2.3.2.5  Policy conclusions 

Let us summarize our results: We have seen that there are well-argued and empirically plau-

sible reasonings (compliance costs, economies of scale and scope) why the GDPR might lead 

to competitive advantages of larger and more diversified firms in comparison to smaller and 

new firms. We however claim that in respect to the small group of large digital firms it is pri-

marily their economic power and their control over largely unavoidable core platform services 

that lead to the huge competitive advantages in comparison to their competitors with respect 

to their access to personal data. It is therefore the unsolved competition problem with respect 

to the large digital firms that is the main cause of the problem. Another important factor, which 

also has not been discussed enough in the literature about the effects of the GDPR on com-

petition, are the effects of legal uncertainty and the serious problems of under-enforcement of 

the GDPR vis-a-vis the large digital firms.  

What policy conclusions can be drawn from the results of this analysis? Since according to our 

analysis the main causes for the data advantages of the large digital firms are the huge market 

power of these firms and the underenforcement of the GDPR vis-a-vis these firms, the main 

policy conclusion is that these problems should be solved through competition policy and data 

protection law. Then it can be expected that these competitive advantages of the large digital 

firms would be reduced significantly (or even disappear). Lowering the standards of data pro-

tection law, e.g. by allowing more opt-out solutions regarding consent or extending the scope 

of other legal grounds for processing personal data, as, e.g., "legitimate interests" (Art. 6(1)f 

GDPR) would not be an appropriate policy response. Although such a strategy might make 

access to personal data easier for smaller companies, it is entirely unclear whether the large 

digital firms would not be capable to exploit these new options for collecting data much better 

than other firms. Although this would need much more research, it might well be that lowering 

the level of data protection and reducing the data subjects’ rights might therefore lead to a 

further increase of the power of the large digital firms and their competitive advantages. Our 

conclusion is that instead the de facto standard of data protection should be increased through 

a more effective enforcement.86 

                                                                            
86 This however also implies that a better solution of the market failure of information and behavioral 
problems is necessary, which also includes the solution of the problem of misleading and manipulative 
practices of firms ("dark patterns").  
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The decisive argument, however, is that EU data protection law has the task of protecting 

informational-self-determination of all natural persons (and therefore also consumers) as a 

fundamental value. This implies that consumers should have the right to decide about the use 

of “their” personal data, for enabling them to protect their privacy. This is part of the autonomy 

of individual persons, which is also important from an economic perspective as a precondition 

for a well-functioning market economy. Also from that perspective it is urgently necessary to 

solve the underenforcement problem of the GDPR. Therefore the benefits of this privacy reg-

ulation might be much larger than any remaining disadvantages for competition.87 This, how-

ever, does not exclude that also efforts should be made to analyze whether it is possible to 

find ways how to reduce unnecessary hurdles for collecting and sharing of personal data ac-

cording to the GDPR, e.g. for research purposes, without lowering the standard of data pro-

tection. 

 

2.3.3  Data portability: Potential synergies with limits  

A particularly important candidate for a powerful synergy effect between data protection law 

and competition law is the data portability right of Art. 20 GDPR: "The data subject shall have 

the right to receive the personal data concerning him or her, which he or she has provided to 

a controller, in a structured, commonly used and machine-readable format and have the right 

to transmit those data to another controller without hindrance from the controller to which the 

data have been provided ...".88 In the competition policy discussion this data portability right 

has been viewed as an instrument that might help to solve a number of competition problems 

that have emerged as new problems in the digital economy:89  

(1) This right might be capable to foster competition between digital platforms (and ecosys-

tems), because the option to port their data from one platform to another reduces switching 

costs of consumers and therefore mitigates their lock-in effects (and facilitates multi-homing). 

Therefore the data portability right might have a countervailing effect to the concentration 

tendencies of digital platforms.  

(2) This data portability right can also help to solve the manifold competition problems that are 

caused by the lack of access to data. Often firms, and also the large digital firms, have exclu-

sive control over valuable sets of data, and especially also personal data. Without access to 

                                                                            
87 See also Gal/Aviv (2021, 387). 
88 Art. 20(1) GDPR. 
89 See, e.g., Crémer et al. (2019, 81-87), Graef (2020). 
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these data other firms might not be able to offer certain products and services to the consum-

ers, i.e. they need access to these data for entering markets. With this data portability right the 

consumers can have “their” personal data ported from the data-holding firm to these service 

providers, leading to positive effects on competition, innovation, and consumer choice.  

(3) Independent from the solution of specific competition problems, the data portability right 

can also be used by consumers to make their personal data more widely available to other 

firms for enabling data-driven innovation or scientific research.  

Although from the perspective of EU data protection law the data portability right of Art. 20 

GDPR is primarily seen as an instrument for informational self-determination, giving the data 

subjects more control over “their” data, it is also explicitly acknowledged in data protection law 

that it " ... is also an important tool that will support the free flow of personal data in the EU, ... 

foster competition between controllers .... and the development of new services in the context 

of the digital single market strategy."90 In that respect fostering competition can be even seen 

as part of the objectives of EU data protection law. The problem however is that this data 

portability right has so far not fulfilled these expectations due to a number of severe problems 

with respect to its effectiveness. These problems have been analyzed and discussed in recent 

years, and triggered a policy discussion how this data portability right can be made more ef-

fective.91 There are legal uncertainties, e.g. about the scope of the data portability right. Do 

the data that the data subject has "provided" also encompass "observed data", e.g. when data 

subjects use a smart device and the manufacturer of this device observes the behaviour of the 

data subject?92 In addition, the data controller only needs to port the data, if this is "technically 

feasible", but there is no obligation for enabling technical feasibility. The use of this right by the 

data subject is also very cumbersome, and needs much time. In particular, no continuous or 

real-time portability is possible, which would be important for competition in various contexts. 

Additionally, also with respect to the data portability right an enforcement problem exists. The 

Commission has acknowledged these problems and has announced to consider also "man-

dating technical interfaces and machine-readable formats allowing data portability in real-

time".93 Without being able to discuss these proposals here in detail, we support measures for 

making this data portability right more effective, and enabling more data interoperability (e.g., 

                                                                            
90 Article 29 Data Protection working party (2016, 1). 
91 For a comprehensive analysis and overview about the problems of the data portability right of Art. 20 
GDPR and proposals for solving them, see Krämer et al. (2020, 75-84); see also Graef (2020). 
92 See Article 29 Data Protection working party (2016, 9-10). This is however not clarified so far. 
93 Communication of the European Commission: Data Protection as a Pillar of Citizens’ Empowerment 
and the EU’s Approach to the Digital Transition - Two Years of Application of the General Data Protec-
tion Regulation. COM(2020) 264 final, 9. 
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through standardized APIs), as well as continuous and real-time portability can be very im-

portant in certain contexts.  

Although the currently discussed proposals offer the chance that the data portability right is 

used more and also might help to a certain extent to foster competition, there are also inherent 

limits of the effectiveness of this right.94 The main problem is that such a human rights-based 

data portability right as Art. 20 GDPR has to be applied in a similar way to all sectors and can 

encompass only personal data. However the competition and innovation problems that need 

to be solved through providing more access to data might differ considerably between different 

sectors and technological and economic contexts. This implies that the scope of data that is 

needed and the specific problems regarding its use might be very different, which would lead 

to the need of targeted solutions for the design of suitable data portability solutions. Since the 

data portability right of Art. 20 GDPR due to its human rights-based character cannot be 

adapted well to what is necessary to solve competition problems under different technological 

and economic conditions, it often will not be flexible enough for solving competition and inno-

vation problems through a lack of access to data.  

This is the reason why the data portability right for online bank account data was implemented 

by an additional sector-specific regulation, the Second Payment Services Directive (PSD2), in 

order to foster innovative financial services (Fintech).95 Important is that this data portability 

right was specifically designed, and complemented with additional regulations about technical 

interfaces, security (e.g., double authentification) and fees (here: no fees) as well as the Euro-

pean Banking Authority as regulator. In order to achieve an effective solution, the legislator 

has not used the data portability right of Art. 20 GDPR, but instead enacted a separate, spe-

cifically designed sector-specific regulation. It can also be shown that the data portability right 

of Art. 20 GDPR is not capable of solving the data access problems with respect to the data of 

connected cars. Also here a sector-specific solution, e.g. through an additional reform of the 

type approval regulation for motor vehicles, which can be designed in a targeted way to the 

specific technological and economic conditions of the connected cars, offers a much better 

perspective for solving the competition problems, e.g. on the markets for repair and mainte-

nance services.96  Another approach to data portability rights was chosen with the concept of 

                                                                            
94 See for the following, Gill/Kerber (2020, 57-59); see also Graef (2020). 
95 Directive (EU) 2015/2366 of the European Parliament and of the Council of 25 November 2015 on 
Payment Services in the Internal Market [2015] OJ L 337/35. See also de la Mano/Padilla (2018). 
96 See for the problem of access to in-vehicle data in connected cars TRL (2017), Kerber (2018), Ker-
ber/Gill (2019). The Commission has announced another reform of the type approval regulation for mo-
tor vehicles with the objective to solve competition problems through more access to the data of con-
nected car (EU Commission 2020b, 28). 
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consumer data rights in Australia. In this approach consumers are granted rights on their con-

sumer data, which however are not identical with personal data defined by privacy law. This 

should give the consumers more control over “their” (consumer) data as part of consumer 

policy (for consumer empowerment), and one of these rights is a data portability right with 

respect to these consumer data. Through this decoupling of the data portability right from pri-

vacy law, it can be much more flexibly designed, especially also to the specific needs of differ-

ent sectors and their competition and innovation problems.97 

In sum, the data portability right of Art. 20 GDPR can help to foster competition but – even 

after solving some of its current problems – it will only be helpful in a limited way, because it 

refers only to personal data and is - due to its human rights-based approach - not flexible 

enough for being well adaptable to the different needs for solving competition and innovation 

problems. Therefore it might be necessary (1) to define data portability rights, which are both 

broader and more targeted than the data portability right of Art. 20 GDPR, and (2) complement 

such data portability rights with additional regulations regarding security, technical interfaces 

(standardisation), and fees. One option is also to use data portability rights as specifically de-

fined remedies in competition cases. In section 3.3.6 we will see that the proposal of the Digital 

Markets Act entails a far-reaching extended data portability right with mandated technical in-

terfaces (APIs) and continuous real-time portability, both for the end users and the business 

users of core platform services of gatekeepers.98 

 

2.3.4 Potential conflicts: Data access remedies in competition law and anticompetitive 
privacy strategies of large digital firms  

In this section a number of issues will be addressed, where in the application of competition 

law potentially difficult (albeit limited) trade-offs might emerge, which however have to be dealt 

with also in a concrete way in competition cases. The first group refers to remedies in compe-

tition law, which intend to solve competition problems through obligations to give access to or 

share data with other firms, which however also might entail personal data. In section 2.3.3 we 

already have seen that lacking access to data can be an impediment for competition and in-

novation. For solving those competition problems, data access or data-sharing obligations can 

therefore be a remedy in competition law, i.e. that firms can claim access to data sets that are 

                                                                            
97 See for the Australian consumer data right approach OECD (2020, 7-14) and Specht-Riemenschnei-
der (2021, 430-436). 
98 See Art. 6(1)h DMA and below in section 3.3.5. 



46 
 

held by other firms (e.g., according to Art. 102 TFEU or as part of remedies in merger cases). 

If these data sets are, however, encompassing also personal data, then such a competition 

law remedy can lead to a direct conflict with the privacy and the informational self-determina-

tion of the data subjects. Possible solutions are either that the data subjects have to consent 

to the sharing of their personal data with other firms, which however might lead to high costs, 

delays and the sharing of less data, or that data have to be anonymized, which however  usu-

ally reduces the value and usability of the shared data for the data recipients. Both solutions 

lead to a diminished effectiveness of this remedy with respect to competition and innovation. 

Therefore we have a real trade-off between data protection and competition. There are some 

possibilities to mitigate this trade off, e.g., through advanced techniques of anonymization that 

lead to a lower loss of usability of the shared data. However, they will not be capable of elimi-

nating entirely this conflict.99 In section 3.3 we will see that some obligations in the DMA pro-

posal, e.g. the sharing of search data with smaller search engine also have to face these prob-

lems of such a trade-off.100 In our view, searching for suitable solutions for this trade off prob-

lem might be one of the important issues that should be addressed through collaboration be-

tween competition and data protection authorities.101 

A second group entails cases, in which especially large digital firms like Google or Apple 

choose strategies that allegedly improve the privacy of consumers but simultaneously make it 

harder for competitors to get access to personal data, which can have exclusionary effects and 

hurt competition. Much discussed in the literature are (1) the plans of Google to phase out 

third-party tracking in its Chrome webbrowser and (2) the already implemented new app track-

ing policy of Apple.102 In the latter case Apple obliges its app developers to give users the 

choice whether they want to be tracked by the app or not. This explicit opt-in solution to tracking 

has led to a dramatic reduction of  the allowance rates for tracking after its introduction by 

Apple. Apple argues that such a measure increases the privacy of its customers. It is not pos-

sible here to analyze these cases in a deeper way. There are however large concerns in the 

literature that through such measures many firms are getting foreclosed from access to a vast 

                                                                            
99 See Crémer et al. (2019, 104). 
100 See below Art. 6(1)j DMA in section 3.3.7. 
101 In the French GDF Suez merger case (2014), in which a competitor of GDF Suez requested access 
to its customer base, this conflict was solved by allowing the disclosure of these personal data (with the 
intention to protect competition) under the condition that the consumers could opt-out from the customer 
list of Suez GDF. It was however not necessary that all customers whose data were shared had to give 
consent. This compromise of an opt-out (instead of an opt-in) solution was the result of a consultation 
of the French competition authority with the French data protetion authority. See Crémer et al. (2019, 
104) and BEUC (2018, 9). This implies that balancing these effects is possible but it is always a "delicate 
trade off" (BEUC 2018, 9). See also, more generally, about this problem Douglas (2020). 
102 See, e.g., Geradin, D. et al. (2020), Sokol/Zhu (2021), Dnes (2021). 
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amount of personal data, which might have manifold negative effects on competition but also 

on the financing of the apps through the loss of revenue from targeted advertising. These and 

other cases, in which firms use privacy measures or insist on a particularly strong interpretation 

of EU data protection law (or other privacy laws) for arguing why they are not allowed to comply 

with requests for data access or data portability, raise a wide range of new questions about 

the relationship between competition law and data protection law,103 which we cannot discuss 

here but which can be expected to get more relevant in the future. 

Both groups of cases will play an important role in the future application of competition law , 

and – due to the key role of personal data on digital markets – also these trade-offs between 

remedying competition problems and the protection of informational self-determination will be 

important issues that also might lead to a direct conflict between competition authorities and 

data protection authorities. How to deal with these trade-offs? Important is that it is necessary 

to analyze these problems in a much deeper and differentiated way, because they might re-

quire very different and presumably also innovative solutions. As already indicated above, 

these potential conflicts might be most susceptible to be dealt with by a close collaboration of 

competition and data protection authorities.104 
 
 

2.4  Intermediate results and two important policy conclusions  

Summarizing some results 

The task of chapter 2 was to provide a "mapping" of the relationship between competition law 

and data protection law, especially with respect to the economic power of the large digital firms. 

We have seen that the economic power of these firms is based both on their market power 

positions for core platform services that consumers can hardly avoid, and on the information 

power they are getting through their unprecedented access to data, especially personal data. 

From an economic perspective, it is the combination of two market failures, namely their mar-

ket power, on the one hand, and information and behavioral problems of consumers, on the 

other hand, which does not allow the consumers to make voluntary, rational and informed 

decisions with regard to their personal data. This endangers their informational self-determi-

nation and consumer sovereignty, as well as their capabilities to protect their privacy. This 

combination of both market failures also leads to the deep intertwinement of competition law, 

                                                                            
103 One interesting question is whether privacy can also be used as a justification for alleged anticom-
petitive conduct. See Douglas (2021, 126 – 133).  
104 See below section 3.4.4. 



48 
 

data protection law and consumer law. This led to the insight of the need for an integrated 

approach, i.e. it is necessary to take into account the effects of both market failures and of the 

effects of all these policies for understanding how these digital markets work and what the role 

of the large digital firms and their economic power in the digital economy is. 

The specific analyses of some important examples of potential synergies and conflicts between 

competition law and data protection law have shown that a too fast and superficial analysis 

might lead to wrong conclusions. The fact that so far competition with the parameter "privacy 

policies" has not worked well, does not imply that no positive (synergy) effects of competition 

on privacy exist, but can be explained by the simultaneous existence of the huge problems 

that consumers have to assess privacy policies and manage “their” personal data due to infor-

mation problems and behavioral manipulation (dark patterns). Also the thesis that the alleged 

strict EU data protection law leads to significant competitive advantages for the large digital 

firms compared to other and smaller firms, might be misleading. We claim that it is the huge 

market power of these firms in combination with the systematic underenforcement of the GDPR 

vis-a vis these firms, which leads to significant advantages of the large digital  firms with re-

spect to the collection and use of personal data. The analysis of the competition-enhancing 

effects of the data portability right of Art. 20 GDPR has confirmed positive (synergy) effects of 

this right but also emphasized its limits, leading to recommendations for additional data porta-

bility solutions, e.g., as competition law remedies or additional (sector-)specific regulation. We 

have also seen that difficult conflicts between competition law and data protection law can 

arise in competition cases, if data-sharing remedies also entail personal data or large digital 

firms use privacy protection as an instrument for anticompetitive behavior. 

Two general policy recommendations 

For the following chapter 3 with its analysis of policies and proposals how to deal with the 

economic power of the large digital firms, we want to suggest two general policy conclusions 

that we think are particularly relevant: 

1) Towards more asymmetric regulation of large digital firms: Stricter rules for competition, 

data protection, and consumer protection 

In the competition policy discussion there is, in the meantime, already a broad consensus that 

the economic power of these large digital firms pose so large challenges that it is necessary 

to introduce additional rules for the behavior of this small group of firms. As we will see in 

sections 3.2 and 3.3, the current proposals or already enacted new provisions in Europe (EU: 

Digital Markets Act; UK: "pro-competition regime for digital markets"; Germany: Sect. 19a 
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GWB) are based upon the strategy that the current competition law with its ex-post control of 

abusive behavior is not sufficient, and therefore an additional layer of asymmetric regulation 

that targets primarily this small group of large digital firms is necessary.105 The analysis of the 

economic power of the large digital firms in this chapter 2 supports this strategy for more asym-

metric regulation of the large digital firms with respect to competition.  

This analysis, however, also supports the policy recommendation that this policy strategy of 

more asymmetric regulation for the large digital firms should also be applied to data protection 

law and consumer law. The combination of market power (and having often de facto no choice) 

and information power (with its huge information asymmetries and potential for informational 

and behavioral manipulation) leads to much higher risks for informational self-determination, 

the protection of privacy, and consumer sovereignty than consumers have to face from other 

firms. Therefore subjecting these firms to stricter rules than other firms can be in a similar way 

justified and necessary as in competition policy. These stricter rules could focus on the market 

failure problems through information and behavioral problems (including behavioral manipula-

tion), the protection of a minimum standard of choice for consumers, and also on a direct limi-

tation of the collection and use of personal data through large digital firms for protecting the 

privacy of the consumers.  

We are aware that both data protection law and consumer law are traditionally seen as hori-

zontal regulations that should be equally applied to all sectors and to all firms. That means, for 

example, that in data protection law with respect to the collection and use of personal data the 

same rules should be applied to all firms, i.e. no differences are made between large and small 

firms. Therefore imposing stricter rules for this small group of large digital firms might seem to 

be incompatible with the current practice and jurisprudence of EU data protection law.106 There 

are, however, two reasonings within data protection law that can, at first glance, be used to 

justify introducing stricter rules for these large digital firms also in data protection law. One 

refers to the risk-based approach of the GDPR, i.e. that if the data-collecting behavior of these 

firms leads to larger risks for the privacy of the consumers compared to other firms, then also 

a differentiation with respect to the allowed behavior can be justified. We will explain this later 

in this report.107 The other reasoning refers to an "imbalance of power", which might lead to 

larger requirements with respect to consent for the large digital firms with their huge market 

                                                                            
105 Please note that also the traditional control of abusive behavior of dominant firms is already an 
asymmetric regulation, because it implies additional rules for dominant firms that do not apply to non-
dominant firms. 
106 See Lynskey (2019, 203). 
107 See 3.4.2.2. 
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power in comparison to firms that are under effective competition. In the legal literature these 

options for taking into account market power or data power have already been discussed at 

least to some extent, e.g. by proposing that firms with market power should have a "special 

responsibility" also in data protection law.108 This implies that also the data protection law 

offers reasonings which might support the application of higher requirements (or stricter rules) 

for the collection and use of personal data for these large digital firms.109 

2) Towards a more integrative and collaborative policy approach 

Since on many digital markets the competition problems and data protection problems are not 

clearly separable any more, also due to the interaction effects between the existing market 

failures and between competition law and data protection law, the traditional approach of a 

strict separation of competition law and data protection law (and consumer law) is not sustain-

able any more. It is therefore necessary that each of these policies and legal regimes has to 

look also beyond their traditional boundaries, and also has to take into account the effects of 

the other market failures and the other policies on the digital markets, especially with respect 

to the problem of the huge economic power of the large digital firms. This requires a more 

integrative approach. It can also imply more collaboration between these policies and their 

enforcement agencies for solving the common problems, e.g. also through mitigating conflicts 

and achieving more synergy effects with respect to competition and data protection through 

the application of their legal instruments. 

  

                                                                            
108 See Graef / Van Berlo (2020); see also Lynskey (2019) and Paal (2020). 
109 In section 3.4.2 this will be analyzed in much more detail from a data protection law perspective, 
and also briefly in section 3.4.3 for consumer protection. 
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3.  Policy solutions: Strategies, proposals, and perspectives 

3.1  Introduction: Basic policy strategies  

The second part of this report has the task to analyze how competition law, data protection 

law, and other related policies can be further developed for better dealing with the huge eco-

nomic power of the large digital firms. In chapter 2 we already have seen that a particular 

important problem is the simultaneous existence of the two market failures, (1) competition 

problems, and (2) information and behavioral problems of consumers (inclusive "dark pattern" 

behavior), on digital markets for core platform services, where personal data play a key role. 

We have both an unsolved competition problem and an unsolved privacy and data protection 

problem, i.e. that consumers cannot sufficiently manage their personal data, which also en-

dangers their consumer sovereignty. These problems are big challenges for competition policy 

and data protection (and consumer) law. 

What policy strategies and specific policy proposals can be suggested for a more successful 

approach to deal with the power of the large digital (tech) firms in order to achieve simultane-

ously a better protection of competition and privacy (and informational self-determination)? 

How can conflicts between competition and data protection law be mitigated, enforcement 

gaps closed, and, in particular, synergies between both legal regimes more effectively used 

and strengthened? What additional policies and regulatory instruments can be used, further 

improved, and/or newly implemented that would complement competition policy and data pro-

tection law for strengthening both competition and data protection? 

Basic strategy I: Integrating privacy concerns in the application of competition law 

Since the decision of the German Federal Cartel Office (FCO) in the pioneer Facebook case 

in 2019, the question whether and how to integrate privacy concerns with respect to the large 

digital firms into the application of competition law is intensively discussed within the competi-

tion law community all over the world. Whereas traditionally competition and antitrust authori-

ties (including the EU Commission) were very reluctant in taking into account privacy issues in 

competition cases, the most recent discussions in competition law have shown a remarkable 

shift to a much more open discussion with regard to consider privacy concerns in competition 

cases. Therefore, both competition authorities and competition scholars (lawyers and econo-

mists) have started to think about how to develop approaches, methods, and criteria how neg-

ative effects on privacy can be taken into account in the application of competition law, e.g. in 
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merger cases or abuse of dominance cases.110 We will see below that also the "Digital Mar-

kets Act" proposal considers data protection aspects in its proposed obligations.  

This basic strategy I is already a big step forward and asks primarily about how competition 

policy can take into account also privacy concerns. However, it does not focus directly on the 

interplay between competition law and data protection law. In this currently emerging compe-

tition law strategy with respect to privacy, competition scholars ask how they can apply or 

amend competition law given the currently existing data protection law, which has to be re-

spected and might set strict limits, e.g. with respect to data-sharing remedies. Therefore, it is 

an unilateral approach of competition policy, which however starts to try to take privacy con-

cerns seriously in the application of competition law. This is a huge progress and has to be 

welcomed.  

Basic strategy II: Towards a more integrative and collaborative policy approach vis-a-
vis the large digital firms 

A second basic strategy would try to go much further into the direction of a more integrative 

and collaborative policy approach for dealing with the economic power of these large digital 

firms. It would analyze much deeper the interplay between competition law, data protection 

law, and consumer law, and ask what all of these different policies can contribute to solve 

these problems. It would try to develop a common strategy for dealing with these existing mar-

ket failure problems (competition problems, and information and behavioral problems) on dig-

ital platform markets. It would ask how these policies can also help each other to achieve more 

effectively their objectives, and whether more coordination between these policies might offer 

the chance of more effective solutions for limiting the power of large digital firms, instead of 

uncoordinated applications of competition law, data protection law, and consumer law.111  

Such an approach can be applied through a better bilateral alignment of the policies and more 

collaboration between enforcement authorities, as e.g., between competition law and data pro-

tection law. It can however also refer to a multilateral approach, which would include competi-

tion policy, data protection law, consumer law but also standardisation (and interoperability) 

policy, data policy (beyond data protection law), and also other new regulations. Such a more 

integrative and collaborative multi-policy strategy might offer entirely new and far-reaching 

                                                                            
110 See as overviews OECD (2020) and Douglas (2021).  
111 In the legal literature a more holistic approach has also been discussed for some time. See, e.g., 
Costa-Cabral/Lynskey (2017), Graef et al. (2018), Graef / Van Berlo (2020), Botta/Wiedemann (2020). 
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options for new policy strategies for limiting or even reducing the economic power of the large 

digital firms.  

Structure of chapter 3 

The policy discussion about the power of large digital firms is right now mostly focusing on 

approaches and proposals from a competition policy perspective. Both in Europe and the U.S. 

the challenges through the economic power of the large digital firms has triggered a far-reach-

ing reform discussion in competition policy, which questions in a fundamental way the capa-

bility of the traditional competition (and antitrust) laws (and the current assessment concepts 

for their application) to deal successfully with this problem. Therefore, in Europe. far-reaching 

proposals of a more regulatory approach to the behavior of these large digital firms have been 

developed and are right now in the main focus of the discussion. This competition policy dis-

cussion will therefore also be in the main focus of our analysis in chapter 3. 

In the next section 3.2 it will be briefly assessed whether and how the traditional competition 

law in the EU can deal with privacy concerns through competition problems, or whether more 

far-reaching solutions might be necessary. Whereas this discussion remains entirely within the 

basic strategy I, this is less clear with respect to the "Digital Markets Act" proposal of the EU 

Commission, although it is seen widely as closely related to competition policy. Due to its large 

differences to traditional competition law, the DMA proposal will be separately analyzed and 

discussed in section 3.3. Particular emphasis will be given to the question, to what extent and 

how the DMA also takes into account concerns about data protection and consumer policy, 

and how the DMA can be improved for achieving better competition, privacy, and consumer 

protection. This discussion will lead to proposals for the DMA that are related to the basic 

strategy II but also entail a more general assessment of the DMA and recommendations how 

to improve the current proposal.  

The following section 3.4 will then ask – in line with basic strategy II – to what extent and how 

other policies, especially data protection law and consumer law, can contribute to solve the 

huge problem of the economic power of digital firms (sections 3.4.2 and 3.4.3). In these sec-

tions, it will also be asked whether these policies can also contribute to the strategy of more 

asymmetric regulation through imposing stricter rules on the large digital firms also with respect 

to data protection and consumer protection. The last section 3.4.4 will finally focus on the per-

spective of an integrative and collaborative approach between all these policies. 
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3.2  Solutions within competition policy  

3.2.1  Introduction 

After the large number of reports about the huge challenges of the large digital platforms, a 

broad opinion emerged in Europe in 2019/20 that traditional competition law might not be suf-

ficient any more for dealing successfully with the power of the large digital firms. Particularly 

influential in that respect was the Furman report (March 2019), which explicitly made the argu-

ment that traditional ex-post competition law is too slow and ineffective, and therefore claimed 

the need for an additional pro-competitive ex-ante regulation of firms with a "strategic market 

status". A new regulatory unit (DMU: "digital markets unit") should have the authority to develop 

and enforce firm-specific "codes of conduct" for dealing with anticompetitive and unfair behav-

ior of large digital firms vis-a-vis businesses and end users of these platforms.112 The Furman 

proposal is so important, because all three new models that are currently discussed (or already 

enacted) in Europe can be seen as variants of the original Furman proposal:  

(1) Although the new sect. 19a GWB is enacted within German competition law and is applied 

by the German competition authority, it is at least inspired by the Furman proposal, because it 

is targeting the same small group of large digital firms with new far-reaching quasi-regulatory 

powers of the Federal Cartel Office (FCO) their conduct vis-a-vis businesses and consum-

ers.113  

(2) The current policy proposals of the UK government about a new "pro-competition regime 

for digital markets" are directly based upon the Furman proposal.114  

(3) Also the "Digital Markets Act" (DMA) proposal with its explicit introduction of an additional 

ex-ante regulation through a set of obligations for gatekeepers can be seen as a variant of the 

Furman proposal.115  

Both the German, the UK, and the EU model have in common the assumption that an addi-

tional set of stricter rules for this small group of large digital firms is necessary that comple-

ments the (ineffective) traditional rules for the control of abusive behavior of dominant firms. 

Since however the approaches differ significantly, it is not surprising that an intense discussion 

                                                                            
112 See Furman et al. (2019, 54-83) 
113 See below section 3.2.3. 
114 See CMA (2020b) and the consultation of the UK government (published: 20 July 2021): "A new 
pro-competition regime for digital markets", https://www.gov.uk/government/consultations/a-new-pro-
competition-regime-for-digital-markets. 
115 See below section 3.3. 
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exists, which of the three approaches might be more effective.116 In the broader (also interna-

tional) competition policy debate it is also very controversially discussed, whether, on the one 

hand, such far-reaching reforms are necessary at all, and, on the other hand, not much more 

radical solutions, like, e.g. breaking up these large digital firms, might be necessary. In that 

respect the European proposals can also be interpreted as "moderate" solutions. Particularly 

important for our topic is, however, that - despite the awareness of the key role of personal 

data - privacy and data protection concerns do so far only play a very small role in this debate 

about far-reaching reforms in competition policy and the need and design of new ex-ante reg-

ulatory approaches for dealing better with the economic power of the large digital firms.117 

In this section 3.2 we will not analyze again why additional stricter rules for the large digital 

firms are necessary, but ask, on the contrary, to what extent traditional competition law remains 

relevant, even if these new regulatory approaches are implemented, and whether and how it 

can take into account better privacy and data protection. 

3.2.2  Traditional competition law 

Does the introduction of specific ex-ante regulatory regimes for the large digital firms imply that 

traditional competition law is not needed any more for solving the problem of the economic 

power of these firms? All proposals have very clearly insisted on the principle that the new 

instruments should not preempt traditional competition law, especially also the ex-post control 

of abusive behavior of dominant firms (e.g., in the EU Art. 102 TFEU), and that both can be 

applied in parallel. Since these additional regulatory regimes (and also the German sect. 19a 

GWB) focus mainly on a limited set of unilateral anticompetitive and unfair behaviors, the ap-

plication of traditional competition law remains the only option for dealing with a wide range of 

other behaviors of the large digital firms, like, e.g. anticompetitive agreements and, especially 

also mergers.118  

It is therefore necessary to think also about reforms of the traditional competition law, e.g. with 

regard to procedural rules, rules about burden of proof, the causality principle, and judicial 
                                                                            
116 See, e.g., Caffarra / Scott Morton (2021), Witt (2021b). We will come back to this question in section 
3.3.8.  
117 It is interesting, vice versa, that the new debate how to include more privacy concerns in competition 
law does not take into account these new regulatory approaches for taming the large digital firms (see, 
e.g., OECD 2020, and Douglas 2021).  
118 It is one of the puzzling questions in this debate about a more regulatory approach in competition 
policy that all these proposals do not encompass new substantive rules for merger control, although the 
topic of the acquisition of new, fast growing digital firms through the large digital firms is acknowledged 
as one of the important problems. We will not discuss this aspect here in this report. See, e.g., Cabral 
(2021, 24-27). 
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reviews, which were seen as the main problems why the ex-post control of abusive behavior 

of dominant firms is viewed as too slow and ineffective.119 This however might also entail 

changes of substantive competition law. For example, the 10th amendment of German compe-

tition law did not entail only the (below discussed) new sect. 19a GWB, but also introduced a 

broad range of other changes for strengthening the traditional control of abusive behavior (with 

respect to "market dominance" and "relative market power") for protecting competition in the 

digital economy (for example, with a specific focus on more data access but also procedural 

rules for facilitating data-sharing between firms).120 For the future, it is therefore very important 

that policy-makers do not neglect traditional competition law, both at the national and the EU 

level. On the contrary, it is necessary to analyze deeper the current weaknesses and problems 

of traditional competition law and develop solutions for making it more effective. 

In the following, we will focus on the more specific question how traditional competition law is 

dealing with privacy and data protection concerns, and what proposals can be made for 

strengthening synergies and avoiding conflicts. The very controversial discussion about the 

German Facebook case has shown that in Germany, the EU, and also internationally the tra-

ditional approach in competition law is still dominated by the "separation thesis", i.e. that com-

petition law should deal with competition problems, and privacy problems should be solved by 

data protection law.121 In the meantime, it has been understood and accepted that privacy can 

also be seen in competition law as part of quality (as a non-price parameter) and that privacy 

harm might be interpreted as consumer harm, which would allow its consideration in competi-

tion cases.122 However, the current practice, also in  EU competition law, has shown that pri-

vacy concerns do only play a very small role in competition cases, e.g., in merger cases. In 

particular, the EU Commission has been very sceptical about including privacy concerns in 

competition cases.123  This is partly a consequence of the traditional over-emphasis on prices 

and neglect of the non-price dimensions of competition. Very important, however, is also the 

lack of research about theories of harm with respect to privacy harms (and also how to meas-

ure privacy risks and harms). Another problem is that interaction effects between data 

                                                                            
119 See, e.g., Crémer et al. (2019, 41-51). 
120 Therefore the reform of the German competition law has a two-pronged approach: Introducing the 
new sect. 19a GWB as a special provision targeting the large digital firms, and, in addition, also changing 
a number of other substantive and procedural rules for making competition law more effective on digital 
markets, also with respect to the large digital firms. See for a broad overview about the reform of German 
competition law Käseberg et al. (2021).  
121 See e.g. Körber (2019), Buiten (2020), the Facebook decision of the OLG Düsseldorf (2019; reject-
ing the decision of the FCO), and for the US, e.g., Ohlhausen/Okuliar (2015), United States (2020). See 
for the separation thesis also above section 2.2. 
122 See Douglas (2021, 62-74). 
123  See OECD (2020, 26-29); see also Robertson (2020, 187).  
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protection law and competition are not taken into account properly, e.g. that the EU Commis-

sion erroneously assumed in competition cases that EU data protection law would be properly 

enforced and effective, e.g. with respect to the data portability right of Art. 20 GDPR.124 

The Facebook case of the German Federal Cartel Office (FCO) was a "game-changer" in that 

respect, and triggered a broad and international discussion about the role of privacy in com-

petition law, and the general relationship between competition law and data protection (or pri-

vacy) law. It was the first case, in which a competition authority has prohibited certain terms 

and conditions about the collection and use of personal data as an abusive behavior of a dom-

inant firm.125 As already briefly described in section 2.1, the abusive behavior refers to the 

requirement of Facebook in its privacy policy that users of its social media service have to give 

also consent to the merging of all personal data that Facebook collects about them through 

other services of Facebook and also third-party websites in one Facebook account (leading to 

comprehensive consumer profiles). The FCO argued that due to the dominant position of Fa-

cebook on the German market for social media services the users are "forced" to give their 

consent for this combination of collected data. In its decision the FCO imposed the remedy 

that the users should have an additional choice to consent or not consent to the merging of 

these data into one data set. It was particularly interesting from a competition law perspective 

that the FCO framed the decision primarily as an exploitative abuse (with also exclusionary 

effects), and used the argument that these terms and conditions violated EU data protection 

law as criterion for the abusive character of this behavior.126 This use of data protection law 

in a competition case was unprecedented, and also provoked the allegation that the FCO uses 

competition law for enforcing data protection law.127  

Although the legal proceedings in this case are ongoing and a final decision still seems far 

away, the impact of this case are already far-reaching. Not only did it lead (1) to the interna-

tional discussion about whether and how to consider privacy in competition law, it also led (2) 

to the inclusion of this Facebook remedy (of an additional consent for combining personal data) 

as a general obligation in the DMA.128 More generally speaking, it (3) suggested the new idea 

of introducing a minimum standard of choice for the data subjects in competition law with re-

spect to their decisions about how their personal data are collected and used. Already the FCO 

emphasized the importance of having a genuine choice vis-a-vis a dominant firm, and not 

                                                                            
124 See OECD (2020, 29). 
125 See Federal Cartel Office (2019). 
126 See Robertson (2020). 
127 See Colangelo/Maggiolino (2019, 376).  
128 See below section 3.3. 
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having to accept any take-it-or-leave-it conditions about “their” personal data. Particularly im-

portant was, however, the decision of the German Federal Court of Justice in the interim pro-

ceedings about the Facebook case, which claimed that not giving this choice would violate the 

"basic value" of informational self-determination in the German constitution, which grants the 

German citizens the right to substantially participate whether and how their personal data are 

collected and used by others.129 These reasonings are important, because they do not focus 

primarily on excessive data collection in analogy to excessive prices, but emphasize directly 

the extent of choice that consumers and data subjects have. These decisions of the German 

FCO and the Federal Court of Justice therefore suggest that competition law can also be used 

for ensuring a minimum standard of choice, especially with respect to the collection and use 

of personal data (informational self-determination).130 We will come back to this reasoning in 

our discussion about Art. 5(a) DMA.131 

It is however unclear what the implications are for traditional competition law. The Facebook 

case is still far away from a final decision.132 Since the entire case is based upon German 

competition law, it is not clear, whether this behavior would also be seen as abusive according 

to Art. 102 TFEU in EU competition law.133 Since privacy is a fundamental value in the EU, 

the same reasoning of protecting a minimum of freedom of choice vis-a-vis dominant firms 

should also be applicable at the EU level. A crucial question, however, is whether and to what 

extent the EU Commission is willing to change its so far very reluctant policy about taking into 

account privacy concerns in the application of traditional competition law.134 It can  also be 

asked whether the inclusion of this Facebook remedy (additional consent for combining per-

sonal data) as a general obligation for gatekeepers in Art. 5(a) of the DMA proposal might be 

a signal that, in the future, the EU Commission will take privacy and data protection concerns 

more into account also in traditional competition law, e.g., with respect to abusive data-collect-

ing behavior of dominant firms like Facebook or Google. All of these questions are right now 

open questions. 

                                                                            
129 See Federal Court of Justice (2020, 47-49); see for this decision Podszun (2020). 
130 See for this decision and its link to autonomy and a minimum standard of choice Podszun (2020), 
Wiedemann (2021), and Kerber/Zolna (2021, 22-25).  
131 See below in section 3.3.4. 
132 After the interim decision of the German Federal Court of Justice, the OLG Düsseldorf has made in 
March 2021 a reference for a preliminary ruling for clarifying legal questions to the Europan Court of 
Justice (OLG Düsseldorf 2021). 
133 This is supported by Volmar/Helmdach (2018), Schneider (2018), and Robertson (2020). 
134 The current controversial discussion about the recent decision of the EU Commission in the 
Google/Fitbit merger case reflects this problem. See EU Commission (2020c), Bourreau et al. (2020), 
BEUC (2020). 
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What recommendations can be made about taking negative effects on privacy and data pro-

tection better into account in competition law?135 Particular important is that more research is 

necessary about how competition problems can lead to negative effects on privacy and infor-

mational self-determination, especially also with respect to potential harms of data-collection 

and data-combination. This also is directly linked to the issue of developing better concepts 

and methods for analyzing these questions in competition cases.136 As competition scholars 

had to develop assessment concepts for price effects in the past, this is also necessary in a 

similar way for privacy effects. Such research should also focus on the analysis of exclusionary 

effects of privacy-harming data collection practices.137 This is a task mainly for academic re-

search and competition authorities, which, however, might also require a close collaboration 

with the privacy and data protection scholars and data protection authorities. If traditional com-

petition law does not turn out to be flexible enough for taking better into account also privacy 

concerns, then it also can be thought about including privacy and data protection as an explicit 

additional objective in the competition law.138 It should, however, also be seen that the possi-

bilities of traditional competition law will always remain limited with respect to solving privacy 

and data protection problems, because competition law cannot deal in a systematic way with 

the market failure of information and behavioral problems, which, as we have seen in chapter 

2, is another crucial problem that has to be solved with respect to the economic power of the 

large digital firms. We will come back to this problem in section 3.4.4 as part of our discussion 

about the need for a more integrative and collaborative policy approach. 

3.2.3  The new Sect. 19a GWB in German competition law 

In its 10th amendment of German competition law (enacted in January 2021) Germany was the 

first country that has introduced with the new sect. 19a GWB a new additional set of behavioral 

rules that are intended to target the economic power of the large digital firms. In contrast to the 

Furman proposal and the DMA at the EU level, this additional layer of behavioral rules is in-

cluded directly in German competition law and will be applied by the German competition 

                                                                            
135 See for broad and comprehensive reviews to what extent and how competition law already tries to 
take into account privacy effects in competition cases, and which problems arise in that respect in com-
petition law, OECD (2020, 24-40) and Douglas (2021, 62-144). Such an analysis could not be done in 
this report. 
136 See the recommendations in Douglas (2021, 144-147) 
137 See for the discussion about the need for new theories of harm and methods Douglas (2021, 144-
147). For supporting this basic research, the EU Commission and the member state governments could, 
e.g., provide research grants. 
138 This would be particularly possible in national competition laws. Another hurdle for taking into ac-
count abusive data-collecting behavior of dominant firms, namely the problem of "conduct causality" 
("Verhaltenskausalität") has already been solved by the German legislator in the 10th amendment of 
German competition law. 
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authority.139 There are no doubts that these rules are legally part of competition law, and exist 

additionally to the traditional ex-post control of abusive behavior of dominant firms (sect. 19 

GWB), which also remains applicable to the large digital firms. Particularly innovative is the 

concept for defining, for which firms these additional rules can apply. The approach to focus 

on firms with a "paramount significance for competition across markets" emphasizes the con-

glomerate character of the large digital firms with their platforms and ecosystems and manifold 

cross-market effects.140 This goes far beyond market power on traditionally defined markets, 

and therefore can encompass much more aspects of economic power than traditional concepts 

of market dominance, which always have to focus on specifically defined markets. This also 

implies that in the list of criteria that can be used for assessing whether a firm has "paramount 

significance for competition across markets", market dominance on specific markets is only 

one criterion under others, and it is not necessary that such a firm is dominant on any mar-

ket.141 In a first step, the German competition authority has to make a decision, whether a firm 

has this status of "paramount significance for competition across markets", before, in a second 

step, it can prohibit certain behaviors of these firms. It is no particular problem to address with 

this provision the large digital firms and also their gatekeeper positions on their digital plat-

forms. 

If a firm is designated as having such a status, the German competition authority can prohibit 

a wide range of behaviors as e.g. self-preferencing, hindering supply or sales activities of other 

firms, using collected data for raising entry barriers, impeding interoperability or portability of 

data, or not giving business users access to information about their performance.142 These 

behaviors are to a large extent overlapping with the obligations in the DMA proposal but the 

behaviors that can be addressed are much more openly described, and will partly also go 

beyond what will be prohibited according to the current DMA proposal. Important however is 

that these behaviors are not directly prohibited (as in the DMA proposal), they rather offer the 

German competition authority a menu of options which behaviors they can prohibit. Since it is 

the intention of this amendment to have a faster and more effective enforcement, sect. 19a 

GWB introduces a shift of burden of proof, i.e. there is a strong presumption that such behav-

iors of this group of firms will lead to impediments of competition, but the firms have the 

                                                                            
139 Bundesgesetzblatt (Federal Law Gazette), 18 January 2021, Part I No. 1, 2 et seq. Available at 
https://www.bgbl.de/xaver/bgbl/start.xav?start=//*%5B@attr_id=%27%27%5D#__bgbl__%2F%2 F*% 
5B%40attr_id%3D%27bgbl121001.pdf%27%5D__1611317574622. For the sect. 19a GWB see Lettl 
(2021), Franck/Peitz (2021), and Witt (2021b). 
140 Sect. 19a (1) GWB. 
141 See Franck/Peitz (2021, 4).  
142 See sect. 19a (2) sentence 1, No. 1 – 7 GWB. 
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possibility of justifications. Through this presumption and the shift of "burden of proof" sect. 

19a GWB seems to get somehow also the character of a quasi ex-ante regulatory approach, 

but since these rules cannot be seen as per-se prohibitions143 and due to the explicit option 

for justifications of the firms, it is an open question how effective this new instrument will turn 

out, if the cases go to the court.144 

Overall, the new sect. 19a GWB offers an innovative and particularly flexible instrument for the 

German competition authority to address a wide range of potentially abusive behaviors of the 

large digital firms, and can therefore help to deal with the economic power of the large digital 

firms.145 It might also be a valuable complementary instrument after the enactment of the DMA 

at the EU level. Since it is, however, part of competition law, it will not be easy to take into 

account also data protection and consumer policy concerns. However, some of the seven 

groups of behaviors, which can be prohibited by the German competition authority, also refer 

to the interests of consumers and data subjects with respect to their personal data. This is 

relevant, primarily, for sect. 19a (2) No. 2, 3, 4, and 5 GWB, which focus on different aspects 

of protecting choice for the users (including interoperability and data portability). Especially the 

provision of No. 4a, which protects freedom of choice ("Wahlfreiheiten") of users with respect 

to consent regarding the processing of personal data, is very close to the obligation of Art. 5(a) 

in the DMA proposal (and therefore the remedies in the German Facebook case). It is not 

possible to discuss these German provisions here in a deeper way. However, many questions 

that are discussed below with regard to Art. 5(a) DMA proposal might also be similarly relevant 

for this German provision.146 

 

 
  

                                                                            
143 See Franck/Peitz (2021, 8). 
144 See for many open question in that respect Witt (2021b). It is especially unclear to what extent it is 
necessary to balance pro- and anticompetitive effects (see also Franck/Peitz 2021, 10). Important for 
the fastness of legal proceedings is that the sect. 19a decisions are subject to an abridged judicial 
review, because they go directly to the Federal Court of Justice. See Franck/Peitz (2021, 13) who see 
this also critically. 
145 In 2021, the German FCO has already initiated several new investigations against Facebook, Am-
azon, Google, and Apple using this new provision of sect. 19a GWB. See, e.g., Facebook/Oculus - 
https://www.bundeskartellamt.de/SharedDocs/Meldung/DE/Pressemitteilungen/2021/28_01_2021_Fa-
cebook_Oculus.html?nn=3591568 
146 See below section 3.3.4. 

https://www.bundeskartellamt.de/SharedDocs/Meldung/DE/Pressemitteilungen/2021/28_01_2021_Facebook_Oculus.html?nn=3591568
https://www.bundeskartellamt.de/SharedDocs/Meldung/DE/Pressemitteilungen/2021/28_01_2021_Facebook_Oculus.html?nn=3591568
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3.3  The "Digital Markets Act" Proposal  

3.3.1  Introduction and overview 

For the EU Commission the proposed "Digital Markets Act" (DMA)147 as a new ex-ante regu-

latory regime would be the key instrument for dealing with the economic power of the large 

digital firms. In contrast to the Furman proposal and the new sect. 19a GWB in Germany, the 

DMA does not address directly the large digital firms but focusses instead on the regulation of 

gatekeepers on markets for core platform services, which have to comply with overall 18 be-

havioral obligations. Since the main problems of traditional ex-post control of dominant firms 

are seen in too lengthy proceedings, problems of providing evidence, and ineffective remedies, 

the basic regulatory strategy of the DMA is that gatekeepers have to comply directly with these 

obligations, without the need for investigations, proving of harm, and decisions of the Commis-

sion (as they are, e.g., necessary in the German solution and in the Furman proposal). This 

offers the chance of a much faster enforcement of these obligations. The obligations them-

selves cover a broad range of behaviors, which are seen in the discussion about platforms as 

potentially problematic behavior of large digital platforms, and are derived mostly from past 

and current competition cases.148 The DMA proposal is currently discussed in the European 

Parliament and the Council, and it is expected that a final version of the DMA might be enacted 

early next year.149   

Since the DMA is the most important current legislative project for the topic of this report, sec-

tion 3.3 will assess the DMA proposal more deeply. In addition to the question whether the 

DMA can be an effective instrument for limiting the power of the large digital firms and 

strengthen competition, it will also be analyzed regarding its contribution to data protection and 

consumer policy objectives. Since the DMA has so far been mostly discussed as a competition-

oriented ex-ante regulation, this section wants to complement (and perhaps "debias") this dis-

cussion by offering an additional analysis from a data protection and consumer policy perspec-

tive.150 

                                                                            
147 Proposal for a regulation of the European Parliament and of the Council on contestable and fair 
markets in the digital sector (Digital Markets Act). 
148 See generally about the DMA, e.g., Caffarra / Scott Morton (2021), Cabral et al. (2021), de Streel 
(2021a, 2021b), Ibánez Colomo (2021), Kerber (2021c), Monti (2021), Podszun/Bongartz/Langenstein 
(2021), Schweitzer (2021), Zimmer/Ghösl (2021), Larouche/de Streel (2021).  
149 See, e.g., the draft opinions of the IMCO committee, the JURI committee, and the ECON committee 
of the European Parliament, https://oeil.secure.europarl.europa.eu/oeil/popups/ficheproce-
dure.do?lang=en&reference=2020/0374(COD) 
150 For position papers from a data protection and consumer policy perspective, see EDPS (2021), 
BEUC (2021), and vzbv (2021). 
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The analysis is structured as follows. After a brief analysis of the general approach of the DMA 

(section 3.3.2), the objectives and the per-se rules vs. flexibility issue as two of the most con-

troversially discussed problems of the DMA will be discussed (section 3.3.3). This will be fol-

lowed by a deeper investigation into several obligations (section 3.3.4 to 3.3.7), which are 

particularly relevant for data protection and the interests of consumers. In this part we also will 

make recommendations regarding the amendments of these obligations including the proposal 

of an additional obligation. The final section 3.3.8 will offer a brief overall assessment of the 

DMA with further recommendations for improving its effectiveness. Based upon our recom-

mendation in chapter 2 to apply more asymmetric regulation on the large digital firms also for 

data protection and consumer protection, we will analyze also the perspective to view the DMA 

not only as an asymmetric regulation instrument for competition but also for data protection 

and consumer protection. 

3.3.2  General approach 

The problems that the DMA wants to address are, on the one hand, the contestability of the 

large digital platforms, which enjoy entrenched and durable positions (due to large network 

effects and conglomerate ecosystems), and, on the other hand, unfair behavior of the platforms 

vis-a-vis business and end users. This unfair behavior is possible through the fact that these 

platforms act as gatekeepers for the intermediation of business and end users, leading to the 

dependency of these users on the platform. These unfair practices and lack of contestability 

does not only have negative effects on the business users but also leads to "higher prices, 

lower quality, as well as less choice and innovation to the detriment of European consum-

ers".151 "The objective of the proposal is therefore to allow platforms to unlock their full po-
tential by addressing at EU level the most salient incidences of unfair practices and weak 

contestability so as to allow end users and business users alike to reap the full benefits of 
the platform economy and the digital economy at large, in a contestable and fair environ-

ment."152 The objectives of the DMA are therefore "contestability" and "fairness", which, as we 

will discuss below in more detail, are controversially discussed but are supposed to be signifi-

cantly different from the objectives of traditional competition law with its assessment criterion 

of the effects on consumer welfare. 

Also the architecture of the DMA differs significantly from traditional competition law. It is an 

ex-ante regulation, which establishes with its 18 obligations a per-se rule regime for 

                                                                            
151 DMA, 1. 
152 DMA, 2 (emphasis in the text). 
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gatekeepers as providers of core platform services. The scope of the DMA is defined, on the 

one hand, through a closed list of eight core platform services, as, e.g., online intermediation 

services (e.g., Amazon market place), online search engines (e.g., Google search engine), 

online social networking services (e.g. Facebook social media), and video sharing platform 

services.153 However, only very large providers of such services raise serious concerns re-

garding the objectives contestability and fairness, leading to their designation as gatekeepers, 

who then have to comply with these obligations for their core platform services. Three criteria 

have to be fulfilled: They should have (1) significant impact on the internal market, (2) operate 

one or more important gateways to consumers, and (3) enjoy (or are expected to enjoy) an 

entrenched and durable position. For facilitating the designation of gatekeepers by the Com-

mission the DMA use concrete quantitative thresholds, e.g. with respect to turnover, the num-

ber of business and end users etc., whose fulfillment lead to a strong presumption that such a 

provider is a gatekeeper.154 The DMA also differs significantly from traditional competition law, 

because the designation of gatekeepers does not require the definition of markets or an as-

sessment of market dominance.  

These gatekeepers have to comply directly with all 18 obligations with respect to their core 

platform services. The DMA distinguishes between Art. 5 obligations and Art. 6 obligations. 

Whereas the Art. 6 obligations might need further specification, the Art. 5 obligations are sup-

posed to be clearly specified enough for direct compliance by the gatekeepers. As far as further 

specification is needed, the DMA offers a procedural framework that also includes the possi-

bility of a regulatory dialogue between the Commission and the gatekeepers, and also allows 

the Commission to make decisions about further specification.155 For being capable to deal 

with the dynamics of the digital markets, an update mechanism with respect to the list of core 

platform services and the list of obligations plays a key role in the architecture of the DMA.156 

The complex process of enforcing the DMA cannot be described here, but in the discussion 

about the DMA a number of proposals were made for strengthening its enforcement.157   

                                                                            
153 Additional core platform services are number-independent interpersonal electronic communication 
services, operating systems, cloud computing services, and advertising services (Art. 2(2) DMA). In the 
discussion about the DMA proposals have emerged for extending this list, e.g., by smart virtual assis-
tants (vzbv, 2021, 7). 
154 Art. 3 DMA. However this presumption can be rebutted by the firms as well as the Commission can 
also designate a firm as a gatekeeper after a market investigation, if these quantitative thresholds are 
not fulfilled. For critical analyses of the designation of gatekepers, see Geradin (2021), de Streel et al. 
(2021b, 9-19), Monopolkommission (2021). 
155 See Art. 7 DMA. 
156 See Art. 10 and Art. 17 DMA (based upon a market investigation). 
157 See below section 3.3.8. 
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3.3.3  Objectives and flexibility: Two controversially discussed problems  

3.3.3.1  The objectives "contestability" and "fairness" 

A particularly interesting and so far controversially discussed question refers to the interpreta-

tion of the two objectives of the DMA, namely "contestability" and "fairness", especially in com-

bination with the explicit statement in recital 10 that the DMA protects different legal interests 

than traditional competition law (in Art. 101 and 102 TFEU), and should therefore not be seen 

as part of competition law. Although "contestability" refers in economics to the question how 

easy it is for other firms to enter a market and challenge incumbent firms and is therefore about 

keeping markets open and competitive, this objective is different from what is done in the cur-

rent assessment in traditional competition law, which focuses mainly on the question whether 

a behavior has negative effects on consumer welfare.158 It is clear that fairness is a much 

more difficult objective, because it can be understood very differently. In competition law there 

was always much reluctance in using the concept of fairness as assessment criterion. It is one 

of the interesting characteristics of the recent reform discussion in competition policy that the 

concept of fairness plays a much more prominent role.159 However "fairness" is an open con-

cept that not only can be interpreted differently but also might encompass several distinct di-

mensions.  

How can "fairness" be understood? The DMA sees a direct link between the gatekeeper posi-

tion, and the ensueing "serious imbalances in bargaining power", which lead to "unfair prac-

tices and conditions for business users as well as end users of core platform services ... to the 

detriment of prices, quality, choice, and innovation therein".160 Especially with respect to the 

business users this leads to "an imbalance of rights and obligations on business users and the 

gatekeeper is obtaining an advantage from business users that is disproportionate to the ser-

vice provided by the gatekeeper to business users".161 It seems that this approach focusses 

on a distributional question between platforms and business users, i.e. a fair sharing of the 

value that is created ("sharing of the surplus"). In the debate about the DMA also much broader 

notions of fairness have been suggested.162  

                                                                            
158 For an excellent discussion of "contestability" (and its economic background) and how it could be 
interpreted in the DMA from an economic perspective, see Digital Regulation Project (2021c, 14-25). 
159 See, e.g., the Furman report, where the term "unfair" behavior was widely used (e.g., Furman 2019, 
46). 
160 Recital (4) DMA. 
161 Art. 10 (2) DMA. 
162 In the following, we rely mainly on the discussions in de Streel (2021b, 42-49), Podszun et al. (2021), 
and Digital Regulation Project (2021c, 6-14). For additional discussions see, e.g., Schweitzer (2021), 
Cabral et al. (2021, 30-32). 
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Based upon this discussion we summarize our position with regard to the interpretation of this 

objective "fairness" and how it can be used in the DMA: 

(1) Since the end users (usually consumers) are in a similar way, or often even more, depend-

ent on the core platform services of the gatekeepers, it is important that the consumers are 

also protected against the negative effects of the economic power of the gatekeepers. The text 

of the DMA is unclear and inconsistent with respect to the question whether primarily business 

users should be protected or also end users. In our view both groups of users should be pro-

tected by the DMA, and the text of the DMA should be clarified in that respect.163 

(2) Unfair practices through the economic power of the gatekeepers can work in different ways 

and lead to different kinds of negative effects: 

(a) One effect is about an unfair sharing of surplus, which, e.g., can also consist of the problem 

that business and end users cannot "reap the just rewards for their contributions to economic 

and social welfare".164 This is also related to the basic idea of "exploitative abuse" through 

firms with market power in traditional competition law.165 

(b) Another dimension can refer to the autonomy of the business and end users, i.e. that busi-

ness users are not unduly restricted in their freedom to compete, and that consumers have 

enough choice for making their own decisions about their consumption and whether and how 

their personal data are collected and used.166  

(c) However, fairness can also refer to transparency and being protected against misleading 

practices and dark pattern behavior for influencing end users, e.g. through biased choice ar-

chitectures or biased rankings and ratings.167  

Very important from our perspective is that this fairness concept can deal (1) with both market 

failures, i.e. imbalances of power and information and behavioral problems. (2) It implies for 

business users that they are protected against intransparent and unfair rules on platforms, 

undue restrictions of their ability to compete with their own business strategies, and not being 

deprived of the rewards for their performance and innovations. This also can be called the 

                                                                            
163 See also BEUC (2021, 5-7), vzbv (2021, 4). Digital Regulation Project (2021c, 7); also de Streel et 
al. (2021b, 45) are discussing this question but then decide to stick to a narrow definition of fairness, 
which only protects the "commercial opportunities" of business users. 
164 See Digital Regulation Project (2021c, 6). 
165 See also Schweitzer (2021), who emphasizes the close connection of fairness with exploitative 
abuse. 
166 See Podszun et al. (2021, 62), Marsden/Podszun (2020, 46), who call this "independence of deci-
sion-making". It is also directly related to "consumer sovereignty". 
167 See also Digital Regulation Project (2021c, 11-13), where also additional dimensions of fairness 
are distinguished, as "fairness of contractual terms" and "fairness in process and practices". For Pod-
szun et al. (2021) this can be seen as part of "fairness in intermediation". 
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protection of "commercial opportunities" of business users.168 This protection of the freedom 

and ability of business users to compete is a key precondition for a well-functioning market 

economy. (3) With regard to the consumers and end users it allows to take into account also 

the objectives of data protection and consumer law, i.e., informational self-determination / con-

sumer sovereignty with its dimensions of (a) strengthening autonomy (and ensuring choice), 

and (b) protecting against informational and behavioral manipulation (information power).  

As a consequence, it is no problem that the DMA can also take into account the objective of 

data protection law and consumer policy. On the contrary, the result of our chapter 2 has shown 

that it is also the combination of both market failures that leads to the huge economic power 

of the large digital firms. Therefore, it is also consequent that the DMA, which has the task of 

dealing with the power of these firms, should not only be seen as a new ex-ante version of a 

competition policy instrument but as a regulatory instrument that also takes into account data 

protection and consumer policy objectives. It would therefore fit to our claim for more asym-

metric regulation of the large digital firms with respect to competition, data protection and con-

sumer protection (section 2.4). The concept of fairness is not only flexible enough for enabling 

such an approach, we even will see in the following analyses of the obligations that such an 

interpretation would lead to a more consistent approach in the DMA. 

 
  

                                                                            
168  De Streel (2021b, 44) use this term "fairness of commercial opportunities" but define it in a more 
narrow way, because their definition encompasses the first two aspects but not the aspect of a fair 
sharing of surplus.   
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3.3.3.2  Per-se rules vs. flexibility / differentiation 

Very controversially discussed is also the question whether this ex-ante regime of a fixed set 

of obligations, with which all gatekeepers have to comply, is too rigid and inflexible. Already 

the first commentators made the important point that the business models of these gatekeep-

ers are very different, which implies that the effects of the same behavior on contestability and 

the capability and incentives for unfair practices might differ significantly between the gate-

keepers. Therefore, different gatekeepers with different business models might need different 

obligations, and not a one-size-fits-all solution.169 Others made the argument that the gate-

keepers should also have the option of an efficiency defence, which is not possible according 

to the DMA proposal.170 Also other justifications, e.g. that the gatekeepers can show that their 

behavior (despite not complying with the obligation) does not lead to less contestability and 

more unfair practives, are excluded in the current proposal, and therefore demanded by some 

commentators.171 Whereas these flexibilities would give gatekeepers options for defending 

themselves, other commentators claim, vice versa, that such a rigid set of obligations can also 

be hindering an effective enforcement, and it should be therefore possible that the Commission 

can also impose additional gatekeeper-specific obligations for better protecting contestability 

and fairness.172  

From an economic perspective it is clear that a per-se rule regime that applies all obligations 

to all gatekeepers with their core platform services will certainly lead also to wrong decisions. 

However, the approach in the ex-post control regime of Art. 102 TFEU, in which the Commis-

sion has to prove in each case the anticompetitive effects, has not worked either in the digital 

economy, and led to a huge underenforcement of competition law. Therefore, accepting a lim-

ited number of erroneous prohibitions (type I errors) might be overcompensated by the ad-

vantages of faster enforcement, which would lead to less costs of type II errors.173 However, 

the question remains what is the appropriate balance between fast compliance through a more 

rules-based rigid approach and reducing error costs through making better decisions by allow-

ing for more flexibility. This problem also emerges in the Art. 6 DMA obligations, which also 

the Commission views as being susceptible to further specification (e.g., through a regulatory 

dialogue between the Commission and the gatekeepers). Such a process of further 
                                                                            
169 See Caffarra/Scott Morton (2021). 
170 See, e.g., Cabral et al. (2021, 11), Zimmer/Göhsl (2021, 54) 
171 See, e.g., Caffarra/Scott Morton (2021), de Streel et al. (2021b, 90), Digital Regulation Project 
(2021c, 13). 
172 See, e.g., Schweitzer (2021), Monti (2021, 11). 
173 See for an analysis of the DMA proposal from the "rules vs. standards" approach Kerber (2021c); 
see also Schweitzer (2021), and Larouche/de Streel (2021).  
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specification leads, on the one hand, to the possibility of a more targeted specification for en-

suring the effectiveness of the obligations; on the other hand, the same process also offers the 

gatekeepers the chance to delay and water-down the effectiveness of the obligations. There-

fore, also this built-in limited flexibility in Art. 6 obligations, which for many of these obligations 

is unavoidable, has ambivalent effects on the effectiveness of the enforcement of the DMA. An 

additional problem is that - due to the non-applicability of the mostly economics-based assess-

ment concepts of traditional competition law in the DMA - it is so far not clear, how the new 

assessment concepts and methods should look like that have to be used in the DMA for de-

ciding on the effectiveness of compliance. This problem increases, if a more flexible approach 

is chosen.174 After the following analysis and discussion of some of the obligations in the next 

sections we will come back to this problem as part of our overall assessment of the DMA in 

section 3.3.8. 

3.3.4  Analysis of obligations I: Data combination and protecting choice regarding per-
sonal data: Art. 5(a) DMA and beyond 

3.3.4.1  The obligation of Art. 5(a) DMA and its problems 

Very important for the relationship between competition law and data protection law is certainly 

Art. 5(a) DMA, because it imposes the remedy of the German Facebook case, i.e. an additional 

consent for the combination of personal data from different sources, as a general obligation on 

all gatekeepers as a per-se rule without any specific assessment or balancing of effects: 

"In respect of each of its core platform services ..., a gatekeeper shall: (a) refrain from 

combining personal data sourced from these core platform services with personal data 

from any other service offered by the gatekeeper or with personal data from third-party 

services, and from signing in end users to other services of the gatekeeper in order to 

combine personal data, unless the end user has been presented with the specific choice 

and provided consent in the sense of Regulation (EU) 2016/679."175 

In recital 36, the Commission offers a competition rationale for this obligation:  

"The conduct of combining end user data from different sources or signing in users to 

different services of gatekeepers gives them potential advantages in terms of accumu-

lation of data, thereby raising barriers to entry. To ensure that gatekeepers do not 

                                                                            
174 See Kerber (2021c, 33). 
175 Art. 5(a) DMA. 
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unfairly undermine the contestability of core platform services, they should enable their 

end users to freely choose to opt-in to such business practices by offering a less per-

sonalised alternative. The possibility should cover all possible sources of personal data, 

including own services of the gatekeeper as well as third-party websites, and should be 

proactively presented to the end user in an explicit, clear and straightforward man-

ner."176 

Although addressing this problem of data combination in the DMA through such an obligation 

was broadly welcomed, a number of critical issues have been raised with respect to unclear 

aspects and the specific design of this obligation, which have led to various, partly far-reaching, 

suggestions for amendments.177 In the following, we will analyze the complexity of the prob-

lems with the current version of Art. 5(a) in a step-by-step process.  

Particularly important are the concerns, which are also relevant for the remedy in the German 

Facebook case, that consumers with respect to this additional consent ,ight have the same 

problems as in many other contexts, in which they should give consent according to the GDPR. 

This refers to the market failure of information and behavioral problems and the danger that 

they might not be capable of making a rational and informed decision or getting nudged into 

consent through manipulative designs of choice architectures (dark pattern behavior) through 

the gatekeepers. The Commission tries to consider this by requiring that this choice "should 

be proactively presented to the end users in an explicit, clear and straightforward manner" 

(recital 36), but it is unclear what this means exactly and whether it is sufficient for solving the 

problem. A number of commentators have raised these concerns.178 In the Draft Opinion of 

the JURI Committee of the European Parliament, this problem was seen as so serious that it 

was proposed that such combinations of personal data through gatekeepers should be directly 

prohibited (without giving the option of a consent).179 Based upon our discussion on this mar-

ket failure problem in section 2.3.1 we also think that this is a very serious problem and that 

the concerns are justified. One option for dealing with this issue is to include additional 

                                                                            
176 Recital 36, DMA. 
177 See, e.g., Podszun (2021), de Streel (2021b, 59), Zimmer/Ghösl (2021, 42), Graef (2021). 
178 See vzbv (2021, 10), EDPS (2021, 10), Podszun (2021, 3-7), de Streel et al. (2021b, 59), Graef 
(2021). 
179 See JURI (2021), Amendment 40 with the justification: "As proven by the GDPR, simple consent 
regimes are often insufficient to address the loss of control over personal data by users. In order to limit 
the potential negative consequences for end users, business users and competing services, it is neces-
sary to prevent them from combining personal data."   
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provisions in the DMA, e.g., against dark pattern behaviour, as it has been suggested in the 

discussion.180  

A second critical question is whether this remedy of requiring an additional consent from the 

consumers is an effective remedy with respect to solving the competition problems, i.e. the 

exclusionary effects and the increasing of entry barriers through data combination (as de-

scribed in recital 36), e.g., on the market for this core platform service. The main problem is 

that this remedy has only an effect on the competitive advantage of gatekeepers, if a large 

number of consumers reject this consent. If many or the majority of end users still give consent 

after being offered the choice, then this remedy would only have insignificant effects on con-

testability and competition, and might end up as another ineffective remedy.181  Therefore, 

from the perspective of the objective of contestability, a direct prohibition of the data combina-

tion as a genuine competition remedy can be expected to be much more effective.182 Con-

dorelli/Padilla therefore suggest  that "regulators could directly limit the ability of dominant, 

multi-platform conglomerates to combine user data across platforms (mandatory data unbun-

dling)".183 As a consequence, the Commission runs into the problem that Art. 5(a) DMA, with 

its requirement of an additional consent, might be hard to defend due to its possible ineffec-

tiveness, if contestability is the only rationale for this obligation.184 Therefore, amending Art. 

5(a) DMA by replacing it through a direct prohibition of the combination of these personal data 

without allowing the gatekeepers to get consent from the end users might be a more effective 

obligation with respect to contestability and competition.185   

                                                                            
180 See, e.g., vzbv (2021, 10). The European Data Protection Supervisor emphasizes that the consent 
management should be as user-friendly as possible (EDPS 2021, 10). Posdzun (2021, 11) proposes a 
sophisticated rating solution with trusted "Data Guides". This can be done through a specific solution in 
Art. 5(a) or through the anti-circumvention rules in Art. 11 DMA. 
181 See Kerber/Zolna (2021, 25-27).  
182 See Kerber/Zolna (2021, 25). The problem is that the decision of the end users about giving consent 
will not take into account the positive effects on competition. Even if the consumers would favor more 
competition, they are facing a collective good problem, requiring that many consumers deny this con-
sent. Such a prohibition would certainly reduce also more benefits of economies of scope for the gate-
keeper than requiring only an additional consent, where still a number of end users might agree to the 
data combination, but this effect is intended for reducing the data advantages of the gatekeeper and 
support the contestability. 
183 Condorelli/Padilla (2020, 180). In their article they view the tying of privacy policies as a platform 
envelopment strategy that can leverage market power from one platform to the other. It is interesting 
that Condorelli/Padilla discuss this option as a "privacy regulation remedy" (ibid., 180). 
184 Although also the solution of the German FCO suffers from this problem of a potentially ineffective 
remedy with regard to exclusionary effects, its argumentation was based primarily on exploitative abuse 
and the lack of choice, for which the remedy might be more effective, if consumers can make a well-
informed choice (see Kerber/Zolna, 2021, 26). 
185 Art. 5(a) DMA can therefore also be interpreted as a "data separation default solution", and the 
question is whether it only should be a default solution with the option that the gatekeeper can get the 
consent of the consumers for data combination or that it is a direct mandatory data separation solution. 
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3.3.4.2 Fairness for consumers: Extending the objectives to data protection and con-
sumer protection 

This raises the question about the objectives of Art. 5(a) DMA. Has this obligation also the 

objective of protecting consumers against the negative effects of the economic power of the 

gatekeeper, and therefore also intends (1) to protect against negative effects of exploitative 

abuse on consumers (e.g., through excessive data collection), and to strengthen (2) data (and 

privacy) protection, and (3) consumer policy objectives? And to what extent can Art.5(a) DMA 

be effective in that respect? Neither Art. 5(a) nor recital 36 give any clear hint to one of these 

three options. However, in section 3.3.3.1, we have seen that the objective of "fairness" in the 

DMA can also be interpreted as encompassing the protection against exploitative abuse, in-

formational self-determination and privacy protection, and the freedom of choice for consum-

ers. This would also be in line with the reasonings of the German FCO (and the German Fed-

eral Court of Justice), which focussed primarily on exploitative abusive behavior with a focus 

on informational self-determination, and viewed this remedy as a solution for this problem.186 

Such an interpretation is also compatible with recital 35, which emphasizes that generally the 

obligations "are necessary to address identified public policy concerns", mentioning explicitly 

the "need to safeguard public order, protect privacy and fight fraudulent and deceptive com-

mercial practices".187 Therefore, Art. 5(a) DMA should also encompass the protection of con-

sumers against unfair privacy policies of gatekeepers for strengthening the protection of pri-

vacy and the freedom of choice of consumers. In that respect the asymmetric regulation of Art. 

5(a) DMA could also be extended to data protection and consumer policy. However, the ques-

tion is whether this clarification that Art. 5(a) DMA also intends to strengthen data protection 

and consumer empowerment would support the current version of allowing the gatekeepers to 

get consent for the data combination from the end users. 

Such a clarification of the objectives would, in any case, allow better answers to the following 

question: Is the consent that is required according to Art. 5(a) DMA the same consent as in the 

GDPR or can the DMA set stricter rules than the GDPR, e.g. by requiring that this choice 

should be presented "in an explicit, clear, and straightforward manner", by fulfilling neutrality 

standards with respect to the choice architecture, or even more far-reaching measures for 

privacy protection? If Art. 5(a) DMA also has the task of strengthening privacy protection and 

empowering consumers through ensuring a minimum standard of choice, then it can be ap-

propriate to set stricter (and also clearer!) rules for gatekeepers with respect to consent, not 

                                                                            
186 See the decisions of Federal Cartel Office (2019) and Federal Court of Justice (2020). 
187 ... if "there being no alternative and less restrictive measures that would effectively achieve the 
same result" (DMA, recital 35). 
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only for solving competition problems but also regarding data protection and consumer protec-

tion. This also could imply the direct prohibition of the data combination. The potential large 

additional harm for consumers and privacy through the economic power of the gatekeepers 

would justify the stricter rules for the gatekeepers.188  

3.3.4.3 Policy conclusions: Difficult trade off problems and the direct prohibition of 
data combination 

Based upon these considerations the following policy option for amending the current version 

of Art. 5(a) DMA cand be derived (policy option I): 
(1) Since the merging of personal data can have negative effects on both competition and 

privacy, it should be clarified in Art. 5(a) DMA and recital 36 that this instrument of an additional 

choice regarding the combination of personal data from different sources is not only important 

for contestability and competition but also for strengthening data protection and consumer 

choice against unfair practices of the gatekeepers.  

(2) For solving better the market failure problems with consent, there should be stricter rules 

with higher requirements how to present the choice in a non-manipulative ("neutral") way.   

(3) A particular difficult problem is that the gatekeepers can always try to incentivize the giving 

of consent to the merging of data by degrading the quality of the service in the case of denying 

consent. It therefore is necessary to include a rule that controls the difference between both 

options. One possibility is "that gatekeepers must offer end users who do not consent to data 

combination an alternative service which is only different in the level of personalisation result-

ing from the non-cumulation of data. This alternative service must otherwise be of identical 

quality".189 

These clarifications and additional requirements can then be part of an amendment of the 

current version of Art. 5(a) DMA. 

It can however also be asked whether instead of this mandatory additional consent, it would 

be a better solution for contestability and data protection if the combination of such personal 

data from different services and sources by the gatekeepers would be directly prohibited (pol-
icy option II). 
 

                                                                            
188 Decoupling these rules from the GDPR has the advantage that the Commission could, e.g., also 
issue clear guidelines how such a choice should be presented and, e.g., also inform the consumers 
about the implications and risks of the merging of their personal data for enabling them to make well-
informed decisions. This might help to solve the market failure through information and behavioral prob-
lems. 
189 BEUC (2021, 6).  
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With regard to the first policy option, it is, however, not clear whether these additional require-

ments will work well enough in practice, and whether they are sufficient for impeding the gate-

keepers to nudge the end users to give consent to the merging of these personal data. Since 

the combination of these sets of personal data would allow a much deeper profiling of the 

consumers, the risks for the consumers are much higher, and it is not clear whether the con-

sumers can assess these additional risks. Being in favor of informational self-determination 

and empowering consumers by giving them more choice does not automatically lead to the 

conclusion that more choice is always the superior solution, because meaningful choice has 

preconditions that have to be fulfilled. If these preconditions cannot be ensured in a sufficient 

way, then additional choice does not help the consumers, and other solutions have to be 

found.190 If there are serious doubts that a considerable share of the consumers would not be 

capable of making meaningful decisions about this consent, then this implies that, also from a 

data protection and consumer policy perspective, the second policy option with the direct pro-

hibition of the combination of data without giving the gatekeepers the option of getting an ad-

ditional consent from the end users, might be the better solution for the consumers and the 

protection of their data and privacy. In this case an obligation that directly prohibits the data 

combination would have positive effects on both objectives  contestability and fairness (with 

respect to protecting consumers against unfair privacy policies).  

Let us consider a bit deeper the trade off problems here: (1) It is clear that the current solution, 

where gatekeepers can force the consumers to give consent to the merging of their data, would 

be negative both for data protection and for competition.191 This is also the reason why there 

is so broad support in the discussion for addressing this problem through an obligation for 

gatekeepers. (2) Policy option II (direct prohibition) would be the better solution for contesta-

bility compared to policy option I, because it would lead to a (perhaps much) larger reduction 

of the data advantages of the gatekeepers, and therefore less distortion of competition and 

lower entry barriers. (3) Policy option II however does not allow consumers to give their consent 

that gatekeepers can merge their data. This can reduce some benefits for these consumers, 

because it might impede an additional personalisation, and also limits their freedom of choice. 

(4) If, however, many consumers cannot make meaningful decisions about this choice, then 

their costs in form of additional privacy risks (and consumer harm) can be much larger than 

                                                                            
190 See, generally, from a consumer policy perspective about the limits of choice Digital Regulation 
Project (2021c, 7).  
191 Economists would however claim that this current solution might be the only option (among those 
discussed here) that would allow a larger exploitation of the advantages of data aggregation by the 
gatekeepers, especially with regard to economies of scope. This would be an additional trade off, which 
however might not be seen as relevant with regard to the objectives of contestability and fairness in the 
DMA. See, e.g., also de Streel (2021b, 59). 
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the possible benefits.192 This implies that a complex trade off problem has to be solved, and 

we think that both policy option I and policy option II are policy choices that can be defended. 

Our recommendation, however, is policy option II, i.e. the direct prohibition of such combi-

antions of data for gatekeepers. It might be that the prohibition of the merging of personal data 

from different sources can impede additional benefits for the consumers through more person-

alisation. However, we expect that these additional benefits of further personalisation will be 

csmall in comparison with the additional risks for the consumers through the much more com-

prehensive consumer profiles through the merging of these data, and that, simultaneously, the 

additional anticompetitive effects of the merging of these data sets might be significant. There-

fore, we conclude from this balancing of effects that it might be better to directly prohibit the 

merging of these personal data without giving the option to the gatekeepers to get an additional 

consent from the consumers. We are also sceptical how many consumers are capable to make 

meaningful decisions in that respect regarding these core platform services of the gatekeepers. 

Therefore, our recommendation is that Art. 5(a) DMA should be changed in that way that the 

combination of these data sets is directly prohibited. This would be a classical competition law 

remedy (leading to data separation), which simultaneously also has positive effects on data 

protection and consumer protection.193 

3.3.4.4  An additional obligation: Mandating the option to use core platform services 
without having to provide personal data 

Our recommendation in the last section to directly prohibit the combination of personal data 

through gatekeepers should not be misunderstood as challenging the objective that the choice 

of consumers with respect to the collection and use of personal data through the large digital 

firms should be protected, in general. On the contrary, we think that the main problem is that 

regarding the large digital firms, and here in the DMA the gatekeepers, consumers do not have 

enough choice with respect to informational self-determination and consumer empowerment. 

Therefore, in this section, we will propose an additional, much more far-reaching obligation 

that would give the consumers a genuine choice, whether they want to provide at all personal 

data to the gatekeepers or not (apart from the merging of data according to Art. 5(a) DMA). 

The basic idea of the German Federal Cartel Office in the Facebook case as well as the deci-

sion of the German Federal Court of Justice was that it was the lack of choice about the use 

                                                                            
192 This also shows that the question whether synergies or conflicts between competition and data 
protection exist, can depend on the existence and remediability of one of the market failures. 
193 See for a similar reasoning and solution also Graef (2021). 
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of personal data that was decisive for the abusive character of the privacy policy of the domi-

nant firm Facebook. This can be interpreted as a claim that the consumers should be ensured 

a minimum standard of choice with respect to their personal data in such settings of market 

power.194 Both the German Facebook case and the Art. 5(a) DMA prohibit only the merging 

of the collected personal data without additional consent. It can, however, be asked whether 

the consumers should have more far-reaching choice options with regard to the collecting and 

further processing of their personal data?195 This question can particularly be asked with re-

spect to the DMA, which only imposes these obligations to this small number of gatekeepers, 

whose economic power vis-a-vis business and end users is assumed to be particularly large. 

If we assume that core platform services as social media services of Facebook or the search 

engine services of Google are infrastructure-like ("must have") services, which consumer can-

not de facto avoid anymore due to the lack of qualitatively comparable alternative services, 

then the consumers are forced to accept that the gatekeepers collect their personal data for 

being able to use their services.196 This implies that they also have no genuine choice of not 

providing their personal data, because they have no realistic other options. The lack of other 

options is a result of the huge economies of scale and direct and indirect network effects, which 

among other reasons have led to the "tipping" of these markets (and therefore to this gate-

keeper power). Therefore, the question arises, whether from a data protection and consumer 

policy perspective the DMA also can and should have more far-reaching obligations that limit 

the extent and use of the collection of personal data, and therefore protect the consumers 

against excessive data-collection and too high privacy risks through more extensive consumer 

profiling. This can also imply to ensure that the consumers have the choice, whether and to 

what extent they have to "pay" these (de facto monopolistic) services with personal data. One 

option is to impose an obligation on the gatekeepers in the DMA that they have to offer also 

an option to the consumers to use their core platform services without having to pay with their 

personal data, and, instead, can use the regular way of paying for services, namely paying 

with money, e.g., by a monthly subscription fee (in a similar way as a subscription fee for 

Netflix, Spotify, or cybersecurity services as anti-virus software). The problem is that Google, 

Facebook, and others do not offer such payment options for their core platform services but 

force the consumers to pay with their personal data. 

                                                                            
194 See Federal Cartel Office (2019), Federal Court of Justice (2020), Wiedemann (2021), and for this 
interpretation as a minimum standard of choice Kerber/Zolna (2021, 21-23).  
195 Art. 5(a) DMA does not affect the extent of the collection of personal data by the gatekeepers but 
only the combination of these collected data sets. 
196 See also Condorelli/Padilla (2020, 181). 
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We therefore want to make the proposal to introduce an additional obligation for the gatekeep-

ers in the DMA, which requires that the gatekeepers have to offer different options for paying 

their core platform services, which would allow consumers to opt-out from being forced to pro-

vide their personal data to the gatekeepers. Both from the perspective of informational self-

determination and also from a consumer policy perspective that wants to strengthen consumer 

empowerment by protecting consumer choice, it seems necessary to us that consumers can-

not be forced to pay such essential services, which they de facto cannot avoid, with their per-

sonal data. Since the provision of these services are admittedly costly, some remuneration is 

necessary and justified. Although different schemes for different options are possible, a simple 

basic solution would be that consumers can choose between an option A, which corresponds 

to the current solution of "paying" with personal data without a monetary fee, and an option B, 

in which the service would be paid in the regular way with a monetary price without the collec-

tion and use of personal data through the gatekeeper.197 This would allow consumers to de-

cide with respect to their own preferences and assessment of privacy risks whether they would 

prefer to pay for the service in the regular way or through the provision of their personal data.  

It is not possible to analyze all the implications of such a mandated choice. However, some 

advantages and problems can be briefly discussed: 

(1) The main advantage is that with this solution the consumers could get a genuine control 

over their personal data, because they are not forced to “pay” with their personal data. Im-

portant is that the provision of personal data as a “counterperformance” is not necessary for 

the provision of the service of the gatekeeper (as long as it is not intended to be personalised). 

Therefore, such a solution fulfills the objective of informational self-determination and empow-

ers consumers to make their own genuine choice regarding “their” personal data. 

(2) Depending on the number of consumers who choose monetary payment instead of pay-

ment with personal data, it also leads to a smaller or larger reduction of the data advantages 

of the gatekeepers with respect to their competitors and reduces entry barriers.   

(3) Since the monetary price that is set by the gatekeeper is critical for how expensive or cheap 

the privacy-friendly option (without providing personal data) is, it might be necessary that such 

a price is monitored and controlled for enabling a realistic choice.198  

                                                                            
197 The collection of some personal data might be necessary for accounting services and preventing 
fraud etc.. This proposal is based upon an earlier proposal in Becker (2017), who suggested mandatory 
rules for offering products and services that do not require the provision of personal data ("data-avoiding 
products"). However this sophisticated proposal was not intended to be used only in situations of market 
power but as a general solution for offering "data-avoiding" products. 
198 This is not an easy task. However, in all obligations where the choice of business and end users is 
protected, this problem of controlling whether the different options are offered under reasonable terms 
will emerge, as we already have seen above in our discussion about Art. 5(a) DMA with respect to policy 
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4) As in the discussion of the additional consent for merging the data, also this obligation would 

necessitate additional rules for ensuring a neutral, non-biased choice architecture that avoids 

"dark pattern" effects. 

(5) We are very much aware that paying with a monetary price for such a service might be a 

sensitive issue, because there might be concerns whether consumers can afford these fees 

and therefore can afford the protection of their data. However we expect that these fees (if 

appropriately regulated) might be small and are affordable to most consumers. Additionally, it 

is always possible that Member States subsidize such data protection-friendly solutions for 

consumers with affordability problems. It would be a subsidy that supports informational self-

determination and privacy protection.199 

(6) More complex, and also particularly interesting from an economic perspective, might be the 

implications for the amount of data collected by such a gatekeeper, if many consumers would 

choose a monetary payment, because this might lead to a decrease of the overall amount of 

available personal data for these platforms, which again might have effects on the efficiency 

of matching and perhaps a lower effectiveness of targeted advertising. Since the gatekeeper 

is paid for its services with money, it would however not endanger its business model.  

It is clear that such a proposal has to be thought through very carefully, especially because it 

also can be designed in different ways. Some final remarks should help to understand our 

broader motivation for discussing this additional obligation proposal: 

1) We want to show that the remedy of an additional consent for the merging of sets of collected 

personal data by gatekeepers in Art. 5(a) DMA is only one example about protecting choice 

for consumers regarding their personal data. It is not clear why the minimum standard of choice 

of consumers vis-a-vis gatekeepers should not be much more far-reaching, and allow for much 

more granular choices. This implies that a broad range of other obligations is possible, which 

increase the choice of the consumers, and, at the same time, can also have positive effects 

on contestability and competition. 

                                                                            
option I (see section 3.3.4.3). If we have a de facto monopoly with regard to the core platform service, 
it resembles the regulation of a monopoly price. 
199 Also the German Datenethikkommission (2019, 106) has discussed payment models for such ser-
vices, and came to the conclusion that an alternative model of monetary payment can be an ethically 
acceptable solution for ensuring the voluntariness of paying with data for a service. This voluntariness 
is necessary according to EU data protection law (see also section 3.4.2). However, the price should 
not be abusive and a realistic alternative to the provision of personal data from the perspective of the 
consumer.  
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2) The proposal of such a mandated option for paying the service without personal data would 

also be compatible with the current Art. 5(a) DMA.200 It can be seen as an additional and 

complementary obligation. 

3) Our specific proposal of a choice between paying with money or personal data offers also 

the more fundamental perspective of an exit strategy regarding the wide-spread practice of 

using personal data as a “counterperformance” for a service, which is the basis of the zero-

price markets that have led to so many different problems.201 

3.3.5  Analysis of obligations II: Protection of choice for end users and business users  

Whereas Art. 5(a) DMA is especially relevant for the choice of end users with respect to per-

sonal data, also a number of other obligations in the DMA intend to strengthen the choice of 

end users and business users. These are, in particular, Art. 5(c) (freedom of business and end 

users to offer and use other services), Art. 5(e) (freedom of business users not to get tied from 

core platform services to identification services), Art. 5(f) (freedom of business and end users 

not to get tied from one core platform service to another), Art. 6(1)b (freedom of end users to 

un-install apps, unless essential to operating system or device), Art. 6(1)c (freedom of end 

users to allow use of third-party apps, unless threatening the integrity), and Art. 6(1)e (no tech-

nical restriction of free choice of end users for switching or multi-homing regarding software 

applications and services). It is not possible here to discuss in detail the possible effectiveness 

of these obligations and the manifold problems that might arise in the implementation pro-

cess.202 

Important is that also these provisions for the freedom of choice of business and end users 

can be seen as instruments for strengthening contestability and competition, because less 

bundling and tying (either by technical or contractual restrictions) limit the leveraging of market 

power to other markets, allow for more switching and multi-homing, and open more business 

opportunities for independent service providers. This can strengthen competition, innovation, 

                                                                            
200 This is possible both in the form of an additional consent, or – alternatively – by prohibiting directly 
the merging of the collected personal data. 
201  Economides/Lianos (2021) go even one step further: They claim that the main market failure with 
respect to the collection of personal data through digital platforms is caused by the non-separation of 
two different markets, namely the market for the core platform service and the market for personal data. 
This non-separation is the result of the decision of the large digital firms to offer their core platform 
services only through paying with personal data (as a form of tying). If these markets would be sepa-
rated, i.e. consumers would pay for the service, and the gatekeepers would pay for the personal data 
(without being allowed to tie these two markets), then perhaps much more transparency would exist, 
and the heterogeneous privacy preferences of the consumers could be fulfilled better. In their reasoning 
also the market power and information problem play a similar crucial role as in our analysis. 
202 See for a deeper analysis of these obligations, e.g., de Streel (2021b, 59-65). 
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and can also contribute to the contestability of core platform services. It can however, from an 

economic perspective, also lead to efficiency losses and limit the incentives and range of in-

novations for gatekeepers. From the perspective of a traditional competition assessment, this 

might lead to complex tradeoff problems,203  which also would make solutions through Art. 

102 TFEU difficult.  

Through the additional objective of fairness, however, also the freedom of choice as an addi-

tional powerful normative criterion can be taken into account. If the free use of commercial 

opportunities of business users is acknowledged as an additional normative criterion (as one 

dimension of interpreting fairness of platforms vis-a-vis business users) as well as the freedom 

of choice of consumers (as part of the objectives of consumer policy), then the advantages of 

protecting more choice to business users and end users can overcompensate, from a norma-

tive perspective, limited losses of efficiency and innovation, especially, because we also expect 

that the breaking up of the closed ecosystems of the gatekeepers through these additional 

choice options would open up the digital markets for other innovations and competition through 

independent service providers. In all these obligations this emphasis of the protection of the 

autonomy of business users and consumers against the economic power of the gatekeepers 

goes much further than what can be justified by a traditional competition-related interpretation 

of these obligations.204 

This is, in our view, also important for the interpretation how effective specifications for these 

obligations should look like. This leads us to a brief discussion about the problems of specifying 

and enforcing these obligations. One of the problems is, again, that the question whether and 

to what extent these choice options are used, especially by consumers, depends very much 

on the presentation of this choice to the consumers, and whether the gatekeepers use manip-

ulative practices but also direct incentives for disencouraging business users and end users to 

un-install software, use the services of independent service providers instead of those of the 

gatekeepers etc.. This might require additional monitoring and perhaps further specification of 

additional conditions for ensuring an effective compliance with these obligations. It also refers 

again to the problem of "dark pattern" behavior.205 An additional question is, whether, similar 

to our discussion with regard to Art. 5(a), in certain cases, it might be the better solution for 

contestability and competition, not only to offer such a choice but also to prohibit directly that 

                                                                            
203 See, e.g., Cabral et al. (2021, 12). 
204 See also Podszun et al. (2021). 
205 See below section 3.3.7. 
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certain software is pre-installed at all or that certain services are not allowed to be bundled, 

even if business or end users would consent to it.  

The most difficult problem, however, might be that some obligations (in particular, Art. 6(1)b 

and 6(1)c) need very far-reaching technical expertise for an effective monitoring and assess-

ment whether restrictions of the un-installation of software or allowing the use of third-party 

apps etc. are justified due to their essentiality or their threatening of the integrity of the hard-

ware or the operating systems. The problem is that this requires an assessment of the possi-

bility of other technological solutions that allow for more choice. If such an assessment is not 

possible as part of the enforcement process, then the gatekeepers can easily circumvent these 

obligations through a different design of their hard- and software.206 It is not clear to us whether 

such obligations can be effectively enforced within such a per-se rule regime of obligations, 

even if further specification is possible, or whether for these problems an experienced regula-

tory authority with deep technological competencies would be necessary.207 

3.3.6 Analysis of obligations III: Access and portability of data generated by business 
users and end users on platforms 

A particularly interesting cluster of obligations are the Art. 6(1)a, 6(1)i, and 6(1)h DMA, because 

they focus on a particular set of data and are closely related to each other, and should therefore 

be analyzed jointly. All three obligations deal with those data that are generated through the 

activities of the business users and end user on the platforms of the gatekeepers, which are 

collected by the gatekeepers and which are under their exclusive control. One wellknown ex-

ample is the market place of Amazon, on which Amazon can collect all data that are provided 

and generated by the business users and the consumers on this market place, especially also 

as part of the transactions between both market sides.  

This can lead to a number of problems. If the gatekeeper has a dual role as provider of this 

core platform service and, at the same time, also competes with the business users (as, e.g., 

Amazon on its market place), then the gatekeeper can use these data from the transactions of 

all business users with the end users for getting a competitive advantage in comparison with 

these business users. In recital 43 the DMA claims that benefiting from this advantage would 

be unfair and should be prevented. This problem is subject to competition cases against 

                                                                            
206 See also de Streel (2021b, 62). 
207 These questions have also been discussed briefly in the Furman report, in which the need for tech-
nical experts in the "digital market unit" as new regulatory authority was emphasized. 
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Amazon in the EU and the US.208 A second problem is that the business users do not have 

enough access to these data that they have provided and generated on this platform, because 

the latter have exclusive control over them. This insufficient access deprives the business us-

ers from analyzing the data they have generated on the platform, which impedes their capa-

bilities of improving their services. e.g., through data analytics, also with respect to innovation. 

The third problem refers to end users, who also might be interested in these data, because 

getting access to these data and having the option to port these data to other platforms would 

reduce switching costs and allow better for multi-homing.  

In a first step, Art. 6(1)a clarifies that the gatekeeper is not allowed to use these data (as far 

as they are not publicly available) for its own competition with the business users, because this 

would lead to an unfair competitive advantage.209 In a second step, Art. 6(1)i introduces a data 

access right with regard to these data for the business users. Important is that the gatekeeper 

should provide the business user "... free of charge, with effective, high-quality, continuous and 

real-time access and use of aggregated or non-aggregated data ...". 210 Important is that this 

could also encompass inferred data.211 The third and last step is Art. 6(1)h, which additionally 

subjects these data also to a new data portability right for business users and an extended and 

more effective data portability right for end users: The gatekeepers have to "provide effective 

portability of data generated through the activity of a business user and end users and shall, 

in particular, provide tools for end users to facilitate the exercise of data portability, in line with 

Regulation EU 2016/679, including by the provision of continuous and real-time access".212 

This data portability right of Art. 6(1)h goes far beyond the provisions of Art. 20 GDPR, because 

(1) also business users (and not only end users) get such a data portability right, (2) it is not 

limited to personal data and encompasses also data on different levels of aggregation, and (3) 

the gatekeeper has also to provide tools for allowing continuous and real-time access, which 

helps to contribute to an effective data portability. The latter is very important, because the 

demand for continuous and real-time portability of data as well as technically effective porta-

bility, e.g., through high quality APIs,213 is in the center of the current discussion about how to 
                                                                            
208 See, e.g, EU Commission (2019) and Mantzari (2021). 
209 " ... To prevent gatekeepers from unfairly benefitting from their dual role, it should be ensured that 
they refrain from using any aggregated or non-aggregated data, which might include anonymised and 
personal data ... to offer similar services to those of their business users." (recital 43 DMA). 
210 Art. 6(1)i DMA; it continues "... that is provided for or generated in the context of the use of the 
relevant core platform services by those business users and the end users engaging with the products 
or services provided by the business users". The same problem is also addressed (but in a less precise 
form) in German competition law (sect. 19 a (2) No. 6 GWB). 
211 See recital 55. 
212 Art. 6(1)h DMA. 
213 Recital 54. 
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make the data portability right of Art. 20 GDPR more effective. It is remarkable that this data 

portability right of end users also encompasses not only personal data but also data at higher 

levels of aggregation. Therefore, Art. 6(1)f DMA is another example how through an additional 

regulation a broader but specifically defined data portability right can be introduced that goes 

beyond the data portability right of Art. 20 GDPR.214 

What is the main justification of these far-reaching obligations about the limitation of the use 

of these data, and the far-reaching rights on access and portability of these data? Although the 

recitals seem to suggest that the main rationale is their contribution to competition on the plat-

form (with respect to Art. 6(1)a and 6(1)i) and the contestability of the platform services through 

Art. 6(1)h, e.g. by facilitating switching, we want to suggest that it is mainly based upon fairness 

considerations. In our view, it is very important that the set of data that is subject to these three 

obligations isqualified in a very specific way: These are data that are provided or generated by 

the business users and end users themselves, and therefore these are "their" data, from which 

they should benefit and not necessarily the platform, which only has collected the data of the 

business and end users. Therefore, the key question is: Who should get the benefits from 

these data? The decisive argument is that it is a matter of fairness that those who generate 

these data through their activities should also get the benefits from these data. This is entirely 

compatible with the (above in section 3.3.3.1 discussed) approach that business users and 

end users should get rewarded for their efforts, which also implies that business users get a 

fair share of the value of "their" data. It is this fairness rationale that can explain well, why Art. 

6(1)a views the use of these data by the gatekeeper in their competition with the business 

users as unfair.215 From this perspective, it can also be explained very well, why according to 

Art.6(1)i and 6(1)h the business and end users should have a right to fully access and port all 

these data in real-time and in an effective way, and especially, also why this should be free-

of-charge. The reason is, and this is our interpretation, that these data are primarily seen by 

the DMA as "their" data and not the data of the platform, i.e. they only get access to and port 

their "own data". The fact that they can get access to as well as port these data has certainly 

also positive effects on competition and innovation (as it also is emphasized, particularly, in 

recital 54), but it can be suggested that the main rationale is that the business users should 

                                                                            
214 See our earlier discussion about the problems of making the data portability right of Art. 20 GDPR 
more effective in section 2.3.3. 
215 The decisive point in Art. 6(1)a is not that the use of these data by the gatekeeper leads to a com-
petitive advantage for the gatekeeper, but what kind of specific (!) advantage is unfair, because the use 
of many other data advantages of the gatekeepers with respect to the business users are not seen as 
unfair. 
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reap the just rewards for their services and products and can use these data for improving 

them and for new innovations.216 

The reason why we are discussing this in such detail is that we want to clarify a very important 

point with regard to the specification and assignment of rights on data.217 The fact that the 

provider of a platform is technically in a unique position to observe everything what is happen-

ing on this platform and therefore can collect all these data that are generated by the interac-

tions between business and end users on this platform, leads to a position of exclusive control 

over these data by the gatekeeper. However, the fact that they have a position of exclusive de 

facto control over these data does not imply that they also should be automatically acknowl-

edged as the rightful "owners" of these data. The business and end users do not have these 

technological possibilities due to the design of the platform by the gatekeeper. The result is 

this asymmetry of who controls and can benefit from these data. This asymmetry however is 

a result of the gatekeeper power and the dependency of the business and end users from the 

platform, which does not give them other options than to accept it in a take-it-or-leave-it way. 

This is what is viewed here as unfair, and this unfair business practice is what is intended to 

be corrected by "giving back" (the benefits of) these data to those who have generated them. 

In that respect Art. 6(1)a, i and h can be understood as obligations about the specification and 

assignment of the bundles of rights on these data. This implies – translated into the language 

of "rights on data" – that (1) the platform does not have the right to use these data for competing 

with the business users, and (2) the business and end users should have immediate and full 

access to all "their" data, also at an aggregated level, and should have the right to port all these 

data. This also implies - and this is very different from an essential facility reasoning or the 

data-sharing obligation regarding search engine data in Art. 6(1)j DMA – that the business 

users and end user should also be entirely free how they are using "their" data.218  

                                                                            
216 Please note that this rationale is very different from a typical competition law rationale for access to 
data or sharing of data, as, e.g., in the essential facility doctrine of Art. 102 TFEU or the data-sharing 
obligation with regard to search engine data in Art. 6(1)j DMA, which we will briefly discuss below. In 
these last two examples of data access/sharing it is not necessary that the data recipients have gener-
ated these data or contributed to them. Instead, it is necessary that these data are essential for the data 
claimants for entering markets and being able to compete. Vice versa, the "essential" character of these 
data is not a precondition for Art. 6(1) i and h. The reasonings for the obligations of Art. 6(1)i and h are 
however closely related to the discussion about how to deal with data access claims with respect to 
"cogenerated data".  
217 See for the application of the "bundle of rights" approach for the specification and assignment of 
"rights on data" Kerber (2021b). 
218 See also Kerber (2021b, 19-22). We think that such an interpretation is also compatible with the 
implications of the fairness concept in Digital Regulation Project (2021c, 10), where it is also emphasized 
that with respect to the value the "platform is a co-creation of the platform itself and its users".   
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It is clear that this perspective is very close to the interpretation of fairness of protecting the 

commercial opportunities (autonomy) of business users and the autonomy (choice) and em-

powerment of consumers and data subjects. In the discussion about these obligations there 

are demands for stronger clarifications about these data and the conditions for access and 

portability (e.g., whether open APIs should be mandatory) for ensuring effective access and 

portability.219 Here improvements are possible, although a wide interpretation of the term "ef-

fective" access or portability might solve these problems. More difficult might be the problem 

of personal data and the necessary compliance with the GDPR, which is explicitly mentioned 

in the obligations Art.6(1)i and 6(1)h. There is certainly the danger that consumers might give 

too easy and uninformed consent, which can lead to negative effects on privacy. It is not clear 

how these problems can be solved practically, especially if the objective of an effective data 

access and data portability regime for these data that business and end users have generated 

should be achieved.220 We think that this might require far-reaching additional regulatory so-

lutions that might go beyond what is possible in the regular processes of further specifications 

of these obligations in the DMA.221 

In the discussion about amendments of the DMA, e.g. in the European Parliament, proposals 

were made to eliminate the data portability right for business users in Art. 6(1)h, and instead 

rely entirely on Art.6(1)i for the access of business users to those data that are provided and 

generated by the business users and their end users on the platforms of the gatekeepers.222 

Although such a strict separation between data access of business users and data portability 

for end users can have advantages, we think that the introduction of an explicit data portability 

right for business users for this kind of data might also have advantages. The decisive question 

is whether the data access right of Art. 6(1)i can be a full substitute for such a data portability 

right. This is not clear. Usually data access rights are limited with respect to the question what 

the data recipient is allowed to do with the data. A data portability right would usually imply that 

firms who have the right to port "their" data, are free to do what ever they want to do with this 

data, i.e. they also can combine it with other data, share (or pool) this data with other firms, 

and also sell them on data markets. If the data access right of Art. 6(1)i should fulfill the same 

function than a data portability right in Art. 6(1)h, then it should be clarified that the business 

users have a right to transfer the data and are not restricted how they are using this data. 

                                                                            
219 See, e,g., the discussion in de Streel (2021b, 53-64). 
220 See de Streel (2021b, 64); see also the recommendations in EDPS (2021, 11) for further clarifica-
tions from a data protection perspective. 
221 It might be interesting to think also about alternative data governance solutions, as, e.g., data trustee 
solution for these types of data, for dealing better with these problems.  
222 See IMCO (2021), amendments 65 and 66. 
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Restricting how the business users can use the data might have negative effects on innovation, 

and can strengthen the gatekeepers with potentially negative effects on contestability.223  

3.3.7  Other obligations and rules relevant to data protection and consumer policy 

A number of additional obligations and rules in the DMA are particularly interesting from a data 

protection and consumer policy perspective, but we cannot analyze them in this report in a 

deeper way. Therefore, only a brief overview will be given. 

3.3.7.1  Interoperability (Art. 6(1)f DMA) 

Particularly important but also very complex are interoperability problems. Interoperability is 

important both for enabling more competition by enabling access, e.g. within ecosystems, to 

independent service providers leading to more competition and innovation, and also to more 

choice for consumers. Economic theory has clarified that mandating interoperability can have 

positive and negative effects on innovation and the differentiation of products and services.224 

However, designing technologically closed systems without interoperability is a common strat-

egy for defending market power positions and increasing barriers to entry. Therefore, policy 

strategies that increase interoperability and support technological standardization can be very 

important for dealing with the economic power of the large digital firms. Art. 6(1)f DMA intro-

duces an obligation to "allow business users and providers of ancillary services access to and 

interoperability with the same operating system, hardware or software features that are avail-

able or used in the provision by the gatekeeper of any ancillary services".225 This is the obli-

gation that has been most criticized as not going far enough. Without being able to discuss this 

further, we also support this critique and the demands for extending this interoperability obli-

gation.226 A deeper analysis of these interoperability problem shows that also general policies 

that support interoperability and (e.g. industry-wide) standardization can contribute very much 

to foster competition, innovation, and the choice of business and end users.227 Important is 

                                                                            
223 It is certainly possible from an economic perspective to discuss whether a data portability right for 
business users can also have negative effects. This can also be linked to the discussion about "in-situ" 
access rights. See Cabral et al. (2021, 22) and Parker et al. (2021, 18-22). 
224 For a general overview about the economics of interoperability and the possibilities how to deal with 
interoperability in traditional competition law, see Kerber/Schweitzer (2017). 
225 Art. 6(1)f DMA.  
226 See for critical discussions of this interoperability solution and more far-reaching proposals Digital 
Regulation Project (2021d), de Streel 2021b, 89), Monopolkommission (2021), Cabral et al. (2021, 22), 
Podszun et al. (2021), BEUC (2021, 8-9).  
227 Please note that the current US proposals for solving these problems try to use more directly stand-
ardisation solutions. See Digital Regulation Project (2021e, 21-23). 
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that interoperability and standardized interfaces (APIs) are also preconditions for the obliga-

tions for increasing the choice of business and end users (section 3.3.5) and their data access 

and data portability (section 3.3.6). 

3.3.7.2  Search data sharing (Art. 6(1)j DMA) 

Art. 6(1)j DMA is a data-sharing obligation that only applies to online search engine services. 

For a long time there has been a discussion in competition policy that the dominant position of 

the search engine of Google is not contestable anymore, because Google has such large ad-

vantages from past search queries and the interaction of the users with the search results that 

other search engines cannot successfully enter the search engine market and compete. This 

has led to proposals that Google should share these data with its much smaller competitors 

on the search engine market for allowing more competition and innovation.228 This obligation 

implies that a gatekeeper has to provide under FRAND terms access to "ranking, query, click 

and view data in relation to free and paid search generated by end users" on its online search 

engine. This is a far-reaching obligation, because the gatekeeper has to share these data with 

its direct competitors for enabling them to compete with the gatekeeper (horizontal data-shar-

ing obligation).  

If such an obligation would lead to an effective competition among search engines, this can 

lead to many benefits and more choice for the consumers. The main concerns from a con-

sumer and data protection perspective refer to the question whether the anonymization of 

those query, click, and view data that constitute personal data might be sufficient for protecting 

the privacy of the users of search engines. It might be very difficult how the "gatekeeper should 

ensure the protection of personal data of end users by appropriate means, without substantially 

degrading the quality or usefulness of the data"?229 This can be one of the difficult conflicts 

between competition and data protection, which might require a close collaboration between 

the Commission and data protection authorities (see above section 2.3.4). 

 

 

                                                                            
228 See, e.g., Prüfer/Schottmüller (2017), Cabral et al. (2021, 23). For a comprehensive analysis of 
potential solutions for this problem see Digital Regulation Project (2021b). This analysis, however, raises 
the question, whether the sharing of "ranking, query, click and view" data is sufficient for enabling com-
petition between search engines, or whether additional measures are necessary.  
229 Recital 56, DMA. 
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3.3.7.3 Choice, behavioral manipulation, dark patterns and anti-circumvention provi-
sions (Art. 11 DMA) 

In chapter 2 we have seen that an important aspect of the huge economic power of the large 

digital firms is the simultaneous existence of market power and serious information asymme-

tries between platforms and users, which can allow the gatekeepers to use strategies of infor-

mational and behavioral manipulation of the consumers. This can be misleading and deceptive 

behavior but also the use of biased choice architectures that can induce consumers to make 

decisions that do not fit to their preferences but favor the interests of the gatekeepers ("dark 

pattern").230 This problem is not only relevant for giving consent to the combination of data 

(Art. 5(a) DMA) but also for a number of obligations, in which business or end users are granted 

rights to choose between different options, e.g. data access and portability rights, or the right 

to un-install software, or not getting tied to another service. In all these cases gatekeepers can 

present the choice in ways that influences the decisions of the users in a systematic way. 

Through their access to large amounts of personal data and the possibility of experimenting 

with different designs (and using A/B testing) gatekeeper platforms are much more capable of 

using such strategies than other platforms or firms.231 So far "dark pattern" behavior can only 

be partly and in a very ineffective way addressed by data protection and consumer law.232 It 

is therefore necessary that these large gatekeeper platforms should be subject to additional 

clear rules that protect the informational self-determination and autonomy of the users against 

these manipulative strategies of gatekeepers, as part of the strategy of more asymmetric reg-

ulation for the large digital firms. 

It is one of the main problems of the DMA that this second market failure (informational and 

behavioral problems, including behavioral manipulation) is not addressed in a systematic way 

in the DMA. The provisions in Art. 11 DMA about "Anti-circumvention" of the obligations of Art. 

5 and Art. 6 do not refer in any clear way to informational or behavioral manipulative strategies, 

like e.g. dark pattern behavior. Therefore, it is not surprising that proposals for amendments 

were made that the use of dark patterns and biased choice architectures, whichfavor the inter-

ests of the gatekeepers instead of the users, should be directly and explicitly prohibited as part 

of the anti-circumvention rules in Art. 11 DMA.233 We welcome these proposals and also 

                                                                            
230 See above section 2.3.1. 
231 See also de Streel (2021b, 55). 
232 See Martini et al. (2021). See also below sections 3.4.2 and 3.4.3. 
233 See, in particular, vzbv (2021, 13-15), BEUC (2021, 10), JURI (2021), amendments 60 – 62 (with 
direct reference to dark patterns). 
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recommend them.234 However, such a prohibition of "dark patterns" and other manipulative 

behaviors need not only be seen as an anti-circumvention measure with respect to the Art. 5 

and Art. 6 obligations (according to Art. 11) but could also be understood as helping directly to 

strengthen data protection and consumer empowerment in the DMA, and could therefore also 

be seen as part of a consumer policy dimension of the DMA.235 Therefore, it also can be 

implemented either in a separate Article, similar to Art. 13 about transparency with regard to 

consumer profiling,236 or directly as an additional obligation for all gatekeepers. This would be 

a very important innovative step in the DMA, because it would introduce an obligation with an 

explicit consumer policy rationale.237 

 

3.3.8  The DMA proposal: Overall assessment and general recommendations 

This report cannot provide an overall assessment of the DMA proposal with regard to its suit-

ability to deal successfully with the huge economic power of the large digital firms. Therefore, 

we have focussed, on the one hand, on the analysis of the DMA from the perspective of data 

protection and consumer policy, but, on the other hand, we also want to offer some aspects 

for a more general assessment, and in what direction the DMA should be improved for better 

achieving its objectives.  

Comparison with German and UK model 

Both in the literature and in our opinion, it is an open question which of the three current Euro-

pean models for an additional set of stricter rules for large digital firms is more suitable for 

solving the problems:238 The Digital Markets Act proposal with its per-se rules regime for gate-

keepers, the already enacted sect. 19a GWB for "firms with paramount significance for 

                                                                            
234 See, in particular, the specific proposal of vzbv (2021b) for amending Art. 11 DMA. 
235 See also the recommendation for consumer protection in Digital Regulation Project (2021a, 19) that 
– in order to deal with the dark pattern problem – the largest online platforms should be subject to 
stronger requirements than other online platforms. They "should be given specific responsibility to en-
sure that their choice architecture is neutral", with the additional hint that these platforms also have the 
resources and capabilities to demonstrate the impact of their choice architecture, e.g. by A/B testing. 
236 We will not discuss here Art. 13 DMA (and recital 61) about transparency with respect to consumer 
profiling, although this provision is also relevant from a consumer and data protection perspective. 
237 See the new obligation 5(fa) in the Compromise Amendment E (Andreas Schwab – DMA; version 
of 3-10-2021) of the EP: "not distort, alter or impair end-users' and business users' autonomy. deci-
sion-making, or choice via the structure, design, function or manner of operation of their online inter-
face or any part thereof". 
238 See for such comparisons,e.g., Caffarra/Scott Morton (2021), Cappai/Colangelo (2021), Witt 
(2021b). 
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competition across markets" (with a list of behaviors that can be prohibited by the German 

competition authority), or the UK approach of a "pro-competition regime for digital markets" 

with its "digital markets unit" that can also impose firm-specific codes of conduct on firms with 

a "strategic market status". Some international observers think that the UK approach might 

have particular advantages,239 because it is (1) an ex-ante regulatory approach (in contrast to 

the German sect. 19a GWB), and allows (2) with its firm-specific approach to tailor the set of 

behavioral rules to the specific problems of the firms with "strategic market status". This might 

lead to a better targeting of the problems and help to avoid to prohibit behavior that are not a 

problem in these cases. Such a better targeting of the problems is also possible in the German 

approach, because the German competition authority can choose from a rather long (menu-

like) list of potentially problematic (and rather broadly defined) behaviors, which behavior they 

deem appropriate to prohibit in a specific case.240 Although sect. 19a GWB entails a "reverse 

burden of proof", it cannot be expected that this will lead to the same effects as an ex-ante 

regulatory approach, especially also through the explicit possibility for these firms to offer jus-

tifications. It will have to be seen what this implies, if such cases will go to courts.241 For de-

fending the per-se rule approach of the DMA the Commission would argue that their approach 

is the only one, which might lead to a fast compliance of all gatekeepers with a broad set of 

obligations regarding problematic behavior without the need for deep investigations and having 

to deal with justifications and lengthy proceedings.  

Per-se rules-based approach vs. more flexibility 

The discussion about the DMA has however made clear that this objective of a fast and effec-

tive compliance of the gatekeepers with all these obligations might be very difficult to achieve. 

First, nearly all obligations are not clear enough for giving sufficient guidance about what the 

gatekeepers should do or not do. Therefore, secondly, a complex process of further specifica-

tion will be necessary that can lead to lengthy negotiations between the Commission and the 

gatekeepers. It can be expected that gatekeepers will pursue strategies of claiming compliance 

by implementing a certain behavior, making it necessary for the Commission to start investi-

gations for assessing and monitoring this compliance behavior with regard to its effectiveness. 

At least as important will however be that both the objective of effective compliance as well as 

the wide-spread demands for more flexibility in the application of the obligations has put the 

                                                                            
239 See, e.g., Caffarra/Scott Morton (2021); see for the UK approach CMA (2020b). 
240 See for the German approach above section 3.2.3. 
241 See, e.g., Franck/Peitz (2021, 13), Witt (2021b). 
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question of a more differentiated and targeted approach on the agenda.242 This is relevant 

now at the legislative level but also later in the process of further specification during the im-

plementation of the DMA. It should be clearly understood that the more flexibility and differen-

tiation with regard to the obligations is possible, the larger might be the potential positive effects 

of a better targeted approach but also the danger increases that the advantages of this ex-

ante per-se rules approach of the DMA of fast compliance and avoiding lengthy proceedings 

are getting increasingly lost.  

How should the legislator and later the Commission deal with this balancing problem? We 

recommend to use a cautious approach, i.e. to start with a fairly strict rules-based approach 

that does not allow at the beginning much flexibility, and only introduce perhaps later step-by-

step (and after more experience) more flexibility, which can then lead to a refining and differ-

entiation of the set of obligations.243 We also recommend to design the DMA with regard to 

the list of core platform services and thresholds and criteria for the designation of gatekeepers 

in such a way that primarily gatekeeper positions of this small group of large digital firms is 

targeted. Focussing on the huge problems that are caused by this very small number of large 

digital firms also allows the application of stricter rules and a more effective enforcement.244  

Towards a stricter and broader enforcement of the DMA 

A main critique of many commentators is that the current DMA proposal is too weak and lenient 

with respect to its enforcement vis-a-vis gatekeepers. A number of proposals have been made 

for stricter and faster enforcement, e.g. with respect to deadlines for compliance, and how long 

it can take, before the Commission can apply effective sanctions and remedies, also with re-

spect to structural measures.245 Without being able to discuss here these proposals, we sup-

port the demands of many scholars and also opinions in the EP for a stricter and faster en-

forcement. Structural remedies, as, e.g., divestitures, should be part of the regular tool-box, 

which the Commission can use in case of non-compliance, and should not be seen only as an 

                                                                            
242 See, e.g., the demands by de Streel et al. (2021b, 88-92), Schweitzer (2021), Cabral et al. (2021), 
and Digital Regulation Project (2021c, 13). 
243  See Kerber (2021c, 34). One option would be to allow a defence for gatekeepers that their behavior 
(despite violating an obligation) does have positive effects on contestability and fairness (Digital Regu-
lation Project, 2021c, 13). See also the recent joint position paper of Germany, France and the Nether-
lands about a proposal to enable the imposition of additional tailor-made gatekeeper-specific obligations 
after a market investigation (Friends of an Effective Digital Markets Act. 2021, 3) and Schweitzer (2021). 
244 See Kerber (2021c, 34). This also would align the DMA more with the UK and the German model, 
who focus much more narrowly on these few large digital firms.   
245 See Podszun et al. (2021, 66), de Streel (2021b, 93); see also several proposals for amendments, 
e.g. in IMCO (2021) and JURI (2021) for a faster and more effective enforcement. 
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instrument of last resort (for dealing with cases of repeated systematic non-compliance) as in 

the current version of the DMA.246 A particular important problem that has been raised by 

many commentators is that the planned size of the staff for the task force for the enforcement 

of the DMA is much too small for ensuring effective compliance. This is supported by the man-

ifold insights from the analysis of specific obligations how complex their enforcement might be 

(also with the need of much technical expertise). This is also linked to the concerns that the 

Commission might not have enough investigative powers and tools for dealing with the huge 

information asymmetry between the gatekeepers and the Commission, which endangers an 

effective control of the behaviour of the gatekeepers.247 

Therefore, it is a very difficult question to what extent we can expect that the enacted DMA 

(with presumably a number of amendments) can achieve its objectives and help significantly 

to deal with the huge challenges through the economic power of the large digital firms. It is 

clear that all approaches that are currently discussed in Europe (and also in the US) have a 

strong experimental character with a high risk of failing.248 This leads to the following additional 

recommendations:  

(1) The DMA has to include the perspective to evolve over time, both for learning from its 

mistakes, and for being capable of dealing with the dynamics of technological and economic 

change on digital markets. With the update mechanisms for the lists of core platform services 

and obligations basic preconditions for such an evolution do exist, but the proposals for a faster 

and more flexible use of these mechanisms should be taken very seriously. In addition, it 

should be taken into account that an effective compliance with a number of these obligations 

might make, in the medium-term, also an institutional evolution to a proper regulatory authority 

necessary.  

(2) The DMA should not pre-empt the introduction and application of other policies and regu-

latory approaches for dealing with the problems of the large digital firms, i.e. it should not mo-

nopolize the search for helpful solutions. The parallel application of traditional competition law 

was never questioned by the DMA proposal and might contribute a lot, because it could fill 

important gaps that are unavoidable in such a per-se rule regime as the DMA. Particularly 

important is however that also the national competition laws, e.g., the German sect. 19a GWB, 

are not getting excluded from applying their rules to the large digital firms. Especially, the sect. 

19a GWB offers a very flexible approach that might be capable of complementing the 

                                                                            
246 See Art. 16 DMA. 
247 This problem was particularly emphasized by Cabral et al. (2021, 28). 
248 See for a very insightful comparison between the DMA and the current US proposals Digital Regu-
lation Project (2021e). 
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enforcement of the DMA. An additional question is how the national competition authorities, 

private enforcement and national courts can contribute more directly to the enforcement of the 

DMA.249 Due to the uncertainty about the effectiveness of this experiment DMA (also with 

respect to its enforcement by the Commission), it is very important that sufficient scope for 

other competition authorities and additional regulatory initiatives remain for dealing with the 

challenges of the economic power of the large digital firms. This includes specifically also the 

possibilities of experimentation with additional new policy approaches.250  

Towards a more explicit consideration of data protection and consumer policy objec-
tives in the DMA 

In our analysis in chapter 2 we emphasized that the problem of the economic power of these 

large digital firms is based upon the combination of market power and information power, and 

the simultaneous existence of unsolved competition problems and unsolved information prob-

lems and manipulative practices, and that through the key role of personal data the problems 

with competition, data protection, and consumer protection are deeply intertwined with each 

other. This led to our conclusion that some form of asymmetric regulation might also be appro-

priate for data protection and consumer law. Although the DMA is widely interpreted as another 

form of competition policy, its objectives contestability and fairness as well as its explicit insist-

ence that it pursues different legal interests than traditional competition law opens up the per-

spective that the DMA can also be interpreted and further developed into the direction of 

strengthening data protection and consumer protection of the end users. This is directly com-

patible with the objective that the gatekeepers, from whom the end users are dependent due 

to the often existing unavoidability of their core platform services, should not be allowed to 

exploit this imbalance of power through unfair practices vis-a-vis the consumers. Our analysis 

of a number of obligations has shown that data protection and consumer policy considerations, 

especially the emphasis on strengthening the choice of end users, do already play an important 

role. 

It is not possible here to discuss in more detail the wider implications of such a broader nor-

mative approach for the DMA. A more explicit acceptance that the DMA also pursues objec-

tives of consumer policy and data protection law however would help to solve a number of 

problems of the current proposal:  

                                                                            
249 See also the recent proposal for complementary national enforcement in the joint position paper of 
Germany, France and the Netherlands (Friends of an Effective Digital Markets Act. 2021, 5). 
250 We are aware that such an approach can also lead to manifold problems and conflicts, but the 
advantages of a process of experimentation with policy innovations might be larger in the long-term. 
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(1) It would help to clarify the current contradictions and confusion about the objectives, i.e. 

that the DMA seems to be closely competition-oriented but also wants to be something differ-

ent, and distances itself from the well-established assessment approach that is used in tradi-

tional competition law (including market definition, market power / dominance, and the effects 

on consumer welfare as key criterion). Opening up the interpretation of the DMA more explicitly 

to data protection and consumer policy objectives would eliminate these contradictions and 

allow in a much clearer way to develop the still missing new assessment approach that will be 

necessary for the application of the DMA.251 

(2) It also would allow to address in a much more direct and effective way the large problems 

with regard to (the unsolved) information and behavioral problems and manipulative practices 

of gatekeepers in the DMA. We have seen how important they are for the economic power of 

the large digital firms, and therefore it is not surprising that a number of proposals have been 

made that the DMA should also deal with the problem of "dark pattern" behavior. We are sup-

porting these proposals.252 Such additional rules for strengthening the sovereignty of consum-

ers vis-a-vis gatekeepers would then shift from the fringe into the core of what the DMA wants 

to achieve, and therefore acknowledge much better that both market failures have to be solved. 

The DMA could therefore also contribute to remedy the unsolved market failure of information 

and behavioral problems. 

(3) A much more explicit acknowledgement that the DMA pursues not only competition-related 

objectives but also data protection and consumer protection objectives offers also the chance 

to deal better with conflicts, e.g. between competition law and data protection law, because 

the solving of such trade offs could then be done also – at least partly - within the DMA. This 

also would suggest to include also experts in data protection and consumer protection into the 

staff that is enforcing the DMA and therefore involved in the proceedings of the further speci-

fication of the obligations.  

For dealing with the complex relationship between competition law and data protection law we 

distinguished in section 3.1 a basic strategy I, in which competition policy tries to take into 

account also data protection and privacy concerns, and a basic strategy II, which is focussing 

on a more integrative policy approach with respect to competition, data protection, and con-

sumer protection. If the DMA would not only take into account competition concerns but also 

more aspects of data protection and consumer protection, it could evolve into a more integrated 

                                                                            
251 Since the traditional economics-based assessment concept, which focuses on effects on consumer 
welfare, cannot be applied in the DMA, the question arises, which new assessment concept is used in 
the DMA. This is not clear so far. See Kerber (2021c, 33). 
252 See vzbv (2021, 13-15), BEUC (2021, 10). 
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regulatory approach that can deal with the huge problems of the economic power of the large 

digital firms with respect to all three policies with their different objectives. The DMA could 

therefore also be a part of this basic strategy II with its potential for a much more effective 

solution of the challenges through these large digital firms. The fact that so far nearly all obli-

gations have been derived from current or past competition cases does not have to be a huge 

problem, because the update mechanism for new obligations would allow to supplement the 

list of obligations with additional ones, which might be much clearer focussed on data protec-

tion´and consumer protection issues. It however would be necessary that it is clarified in Art. 

10 DMA that new obligations can also address practices of gatekeepers, which are unfair to 

end users.253 

 

3.4  Data protection law, consumer policy, and the strategy of a more integrative  
policy approach  

3.4.1  Introduction 

In chapter 2 we have seen that it is the combination of the two market failures market power 

and information and behavioral problems that makes it so difficult to deal with the huge eco-

nomic power of the large digital firms. Due to their superior access to personal data they also 

have information power, which they can use as competitive advantages with exclusionary ef-

fects and barriers to entry, and for informational and behavioral manipulation of consumers. 

This is closely related to the problems that consumers have large difficulties to make rational 

and well-informed decisions about their personal data and are therefore to a large extent una-

ble to manage their personal data with "notice and consent" solutions. This is one of the main 

reasons why pure competition-oriented solutions, either within traditional competition law (sec-

tion 3.2) or as part of a primarily competition-oriented ex-ante regulation as the DMA can only 

contribute in a limited way to the solution of the problems through the economic power of the 

large digital firms (basic strategy I). From our framework in section 2.2 with both market failures 

and both policies competition law and data protection (and consumer law) and the insight in 

various interaction effects between both policy regimes follows that it might be necessary that 

not only competition policy but also data protection law and consumer law might have to con-

tribute to the solution of this problem. This section 3.4 has the task of analyzing – at least in a 

brief way – how data protection law and consumer policy can help to solve this problem, also 

as part of an integrative and collaborative policy approach (basic strategy II). In that respect 

                                                                            
253 This is not entirely clear in the current version of Art. 10 DMA. See for this demand BEUC (2021, 
6). 
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we also will pick up again our thesis about needing more asymmetric regulation of the large 

digital firms, i.e. we will ask whether large digital firms should also be subject to stricter require-

ments with respect to data protection and consumer protection.  

The analysis in section 3.4 will proceed in two steps. First, we will look at the two policies data 

protection law (3.4.2) and consumer policy (3.4.3) and ask to what extent and in which way 

they could contribute more for solving the problems. It should be kept in mind that dealing with 

the market failure information and behavioral problems is primarily the task of consumer law 

and, with respect to personal data, of data protection law. Therefore, this unsolved market 

failure problem and the ensuing incapability of consumers to manage their personal data with 

"notice and consent" solution is in itself a clear sign that there might be deficits with respect to 

both policies.  The problem of underenforcement of data protection law was already discussed 

in section 2.3.2 as one auf the reasons that contribute to the economic power of large digital 

firms. With regard to both policies we will also focus on the question how the new phenomenon 

of "dark patterns" might be addressed better. Whereas in this first step, these two policies will 

be analyzed with respect what they can contribute better unilaterally for solving the problem, 

in the final section 3.4.4 the analysis will be extended to the question how a more integrative 

and collaborative policy approach of all these policies can help to develop additional synergies 

and the mitigation of conflicts between these policies. Such a more holistic approach, which 

also intends to deal with the problem of "policy silos", can be applied to the policies themselves 

but also at the level of enforcement of the legal regimes and the direct collaboration of enforce-

ment agencies. 

 

3.4.2   Data protection law  

3.4.2.1  Introduction  

Privacy and data protection laws can vary considerably. EU data protection law is a human 

rights-based data protection law, whereas other privacy law approaches are more comparable 

with consumer law approaches, as seen e.g. in the US.254 Therefore, in the EU privacy and 

informational self-determination are a fundamental right which leads to a specific approach 

that grants data subjects a set of inalienable rights regarding their personal data and estab-

lishes rules for the processing of these personal data, e.g. by giving consent to the collection 

and use of their personal data. In chapter 2 we have already discussed some of the problems 
                                                                            
254 See for the international differences of privacy laws and their implications for the relationship be-
tween competition law and data protection or privacy laws, Douglas (2021, 29-62). 
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that emerge with regard to the collection and use of personal data by large digital firms. Par-

ticularly important are the issues of giving voluntary and informed consent, i.e. that data sub-

jects suffer from informational and behavioral problems or have – due to the lack of other 

options – no real choice. The second big problem is caused by underenforcement and legal 

uncertainty in data protection law.  

3.4.2.2 Solving the current problem of legal uncertainty of EU data protection law with 
asymmetric guidelines 

Several provisions of the GDPR and national data protection law can be interpreted in different 

ways, e.g. either strictly or less strictly. Indeterminate legal terms which are frequently used in 

the GDPR and in national data protection law can generally lead to case-by-case justice, but 

they cause legal uncertainty in the first place because they have to be interpreted and clarified 

by courts and data protection authorities. The same is true for the assessment of the lawfulness 

of data processing on the basis of balancing fundamental rights and interests. Court proceed-

ings increase255 and data protection authority guidelines evolve256 but it will take much more 

time to bring light into the darkness. The problem of legal uncertainty, hence, lies in the very 

nature of the chosen regulatory model of indeterminate legal terms and balancing require-

ments. The counter-model of precise legal wording leads to less case-by-case justice but more 

legal certainty. We are not of the opinion that a change to this counter-model is necessary, but 

that every effort should be made to develop comprehensive guidelines for the interpretation 

and application of the provisions of the GDPR that are coordinated within the EU as quickly as 

possible. In our opinion, these guidelines should also take into account whether the regulations 

are applied to small and medium-sized enterprises or to very large online platforms. The risk-

based approach of the GDPR not only allows for such asymmetric regulation, but even requires 

it. This will be explained in the following section. 
                                                                            
255 See e.g. for the years 2020 and 2021 the CJEU’s decisions on the GDPR from 2021: CJEU judg-
ment of 15 June 2021 – Facebook/Gegevensbeschermingsautoriteit, C-645/19, EU:C:2021:483; CJEU 
judgment of 22 June 2021 – Latvijas Republikas Saeima, EU:C:2021:504; CJEU, judgment of 9 July 
2020 – VQ/Land Hessen, C-272/19, EU:C:2020:535; CJEU, judgment of 16 July 2020 – Schrems II, C-
311/18, EU:C:2020:559; CJEU, judgment of 6 October 2020 – La Quadrature du Net et al., C-511/18, 
C-512/18, C-520/18, EU:C:2020:791; CJEU, judgment of 11 November 2020 – Orange Romania/AN-
SPDCP, C-61/19, EU:C:2020:901; CJEU, judgment of 10 December 2020 – C-620/19, 
EU:C:2020:1011. 
256 See e.g. the latest guidelines published by the Art. 29 Working Party: Guidelines on transparency 
under Regulation 2016/679 (WP 260), adopted on 29 November 2017, last revised on 11 April 2018; 
Guidelines on consent under Regulation 2016/679 (WP 259), adopted on 28 November 2017, last re-
vised on 10 April 2018; Guidelines on the application and setting of administrative fines for the purposes 
of the Regulation 2016/679 (WP 253), adopted on 3 October 2017. See also the latest guidelines pub-
lished by the European Data Protection Board: Guidelines 07/2020 on the concepts of controller and 
processor in the GDPR, version 2.0; Guidelines 04/2021 on codes of conduct as tools for transfer; 
Guidelines 02/2021 on virtual voice assistants, version 2.0 all adopted on 7 July 2021. 
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3.4.2.2.1   Risk-based approach 

In principle, the GDPR follows a “one-size-fits-all” approach.257 Nevertheless, a risk-based 

approach underlies some of its provisions. The extent to which a risk-based approach should 

be integrated into the GDPR was discussed extensively during the negotiations about the 

GDPR258 and is subject to a broad discussion in legal literature. The GDPR’s risk-based ap-

proach does not mean that a lower risk leads to lower obligations under the GDPR but that a 

higher risk causes stricter obligations to apply.259 This is true, for example, for the obligation 

to document processing activities pursuant to Art. 30 GDPR where an increased risk is already 

presumed from a headcount of 250 employees at the responsible company pursuant to para. 

5; for the obligation to notify data subjects in the event of data protection breaches pursuant to 

Art. 34 para. 1 GDPR; and for the obligation to conduct a data protection impact assessment 

pursuant to Art. 35. Art. 24 para. 1 sentence 1 GDPR (choice of technical and organizational 

measures to be implemented) is regarded as the central norm of the risk-based approach.260 

The implementation of technical and organizational measures must also take into account the 

“likelihood and severity of risks to the rights and freedoms of natural persons”. It follows from 

Art. 24 para. 1 sentence 1 GDPR that a risk analysis is to be the starting point for the determi-

nation of the concrete obligations and thus has to be carried out prior to the processing of 

personal data.261 Although the term “risk” is not defined in the GDPR, indications can be drawn 

from recitals 75 and 76. Recital 75 indicates that a risk means, in particular, that the processing 

of personal data may result in physical, material or non-material damage to the data sub-

jects.262 Recital 75 lists numerous individual cases in which it can be assumed that the afore-

mentioned damage will occur: 

“Where the processing may give rise to discrimination, identity theft or fraud, financial 

loss, damage to the reputation, loss of confidentiality of personal data protected by 

professional secrecy, unauthorised reversal of pseudonymisation, or any other signifi-

cant economic or social disadvantage; where data subjects might be deprived of their 

rights and freedoms or prevented from exercising control over their personal data; 

where personal data are processed which reveal racial or ethnic origin, political 

                                                                            
257  Cf. with further references: Schröder (2019, 505 f.). 
258 Cf. Schröder (2019, 503f.); for a detailed comparison of the different proposals of the EU institutions 
see: Veil (2015, 347f.) 
259 Cf. Veil (2015, 351). 
260 Falker (2017, 33). 
261 Falker (2017, 33); Hartung (2020, 13); Lang (2019, 31); Piltz, (2018, 19). 
262 See also: DSK (2018, 2); Lang (2019, 32) 
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opinions, religion or philosophical beliefs, trade union membership, and the processing 

of genetic data, data concerning health or data concerning sex life or criminal convic-

tions and offences or related security measures; where personal aspects are evalu-

ated, in particular analysing or predicting aspects concerning performance at work, 

economic situation, health, personal preferences or interests, reliability or behaviour, 

location or movements, in order to create or use personal profiles; where personal data 

of vulnerable natural persons, in particular of children, are processed; or where pro-

cessing involves a large amount of personal data and affects a large number of data 

subjects.” 

We are of the opinion that the risk-based approach should be a basic principle of the GDPR, 

meaning that the GDPR should set a minimum standard for every data controller and that the 

more significant the risk, the stricter the obligations should be. This risk-based approach could 

be realized not only by new regulation but also by interpreting the GDPR and evolving guide-

lines which take into account the risk which lies in the data processing and the data controller. 

3.4.2.2.2   Asymmetric guidelines for the application of Art. 6(1)a GDPR 

Consent needs to be given voluntarily to be effective. According to recital 42, the data subject 

should not suffer any disadvantages as a result of refusing or withdrawing consent.263 When 

assessing whether consent is freely given, utmost account shall be taken of whether, inter alia, 

the performance of a contract, including the provision of a service, is conditional on consent to 

the processing of personal data that is not necessary for the performance of that contract, Art. 

7 para. 4 GDPR. According to recital 43, consent is presumed not to be freely given if the 

performance of a contract, including the provision of a service, is dependent on the consent 

despite such consent not being necessary for such a performance. In the following section it 

is discussed as a first step under which circumstances a linking between consent and the 

performance of a contract, or a service leads to an involuntarily given consent. This mainly 

depends on the interpretation of the necessity criterion and the scope of Art. 7 para. 4 GDPR. 

As a second step it should be evaluated under which circumstances consent is given involun-

tarily apart from contractual relationships between the data subject and very large online plat-

forms. The first-step discussion offers valuable arguments for the second step. 

 

                                                                            
263  Cf. in this respect also: Schulz (2018, 21). 
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3.4.2.2.2.1   Linkage prohibition (“Koppelungsverbot”) 

In former data protection law, the linkage prohibition (“Koppelungsverbot”) – while not limited 

to companies with market power – presupposed that the data subject did not have another 

(reasonable) way of obtaining an equivalent contractual performance. Today’s linkage prohi-

bition – according to its wording – has a much broader scope. 

The necessity criterion 

Data processing is only covered by Article 7 para. 4 GDPR if it is not necessary for the perfor-

mance of the contract. If, on the other hand, the data processing is necessary for the perfor-

mance of the contract, Art. 6 para. 1 lit. b GDPR applies. Thus, the consent of the data subject 

is not required and Article 7 para. 4 GDPR is not relevant.264 The interpretation of Art. 6 para. 

1 lit. a GDPR, hence, has a direct impact on the interpretation of Art. 6 para. 1 lit. b GDPR. 

There are different views among scholars under which circumstances data processing is nec-

essary for the performance of the contract. Some argue in favor of a restrictive interpretation 

to the effect that the data processing needs to be necessary for the provision of the service 

contractually owed by the controller.265 It is also argued that each data processing which refers 

to the “specific characteristic” of the contractually owed service266 or certain contractual 

clauses is necessary.267 

A “service in exchange for data” might be justified under Art. 6 para. 1 lit. a GDPR with such a 

broad interpretation of the necessity criterion if the parties stipulate the data processing as the 

service contractually owed by the processor.268 This is countered by the argument that the 

necessity of the data processing is to be determined objectively alone.269 The requirements 

of Art. 6 para. 1 lit. a GDPR as well as Art. 6 para. 1 lit. b GDPR would be left solely to the 

discretion of the data controller if it could decide solely through the drafting of the contract 

which data it was allowed to process on the basis of Art. 6 para. 1 lit. a and b GDPR.270 In this 

respect, we recommend a restrictive understanding of necessity, to be assessed objectively. 

                                                                            
264 Frenzel (2021,  20); Stemmer (2021, 41); on this borderline between Art. 6 para. 1 lit. b and Art. 7 
para. 4 GDPR cf. also: Engeler (2018, 56). 
265 Thus: Stemmer (2021, 41). 
266 Buchner/Kühling (2020 ,49 ff.). 
267  Cf. again: Engeler, (2018, 57 f.); Buchner/Kühling (2019, 49 ff.). 
268 Thus: Gierschmann (2022, 65); Schulz (2018, 30).  
269 Schulz (2018, 30); critical with regard to the criterion of transparency: Klement (2019, 63); with a 
more differentiated view: Buchner/Kühling (2020, 51 f.); Gollan (2018, 131); also in agreement: Buch-
ner/Kühling (2019, 51). 
270 Golland (2018,131); also in agreement: Stemmer (2021, 41.1.) 
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Only this corresponds to the telos and history of Art. 6 para. 1 lit. a and b GDPR which give no 

indication that the legislator intended to make Art. 6 para. 1 lit. a GDPR and Art. 6 para. 1 lit. 

b GDPR stand at any disposition of the data controller.  

Broad or narrow scope of the linkage prohibition 

According to the prevailing legal opinion, Art. 7 para. 4 GDPR does not contain an absolute or 

direct linkage prohibition.271 Rather, it must be examined in each case whether the linking of 

consent and performance of a contract is actually prohibited under Art. 7 para. 4 GDPR.272 

According to recital 43, sentence 2 HS. 2 and the history of Art. 7 para. 4 GDPR, the provision 

might be understood as a rebuttable presumption of involuntary consent in case of linking the 

performance of the contract to giving consent.273 It is not clear, yet, which criteria can be 

considered to assess if a linking of consent and performance of a contract leads to an involun-

tarily given consent. For example, it may depend on whether there is access to reasonable 

alternatives for the service274 or whether the controller has a particular market power or even 

a monopoly position. Recital 43 sentence 1 GDPR specifically speaks of an “imbalance” which 

could lead to an involuntarily given consent. According to its wording, recital 43 sentence 1 

particularly means an imbalance between the data subject and a public authority. At the same 

time, however, imbalances in private relationships are also specifically addressed by Art. 7 

para. 4 GDPR,275 for example between consumers and traders or employers and employ-

ees.276 But recital 43 is not limited to these situations of imbalance. The particular market 

power of an undertaking up to its monopoly position could be considered as a criterion for the 

assumption of an imbalance, too.277 The vast majority of scholars assert the special market 

position of the controller as an indication for the assumption of an imbalance.278 Even though 

recital 43 is just a means of interpreting the GDPR and market power does not generally entail 

                                                                            
271 Buchner/Kühling (2020, 46); Frenzel (2021, 18); Heckmann/Paschke (2018, 95); Schulz (2018, 26); 
Specht-Riemenschneider (2019, 27 f.); Taeger (2019, 90); probably tending towards a different opinion: 
Dammann (2016, 311). 
272 Stemmer (2021, 42); against this: Dammann (2016, 311). 
273 Art. 29 Data Protection Working Party (2017, 9); Specht (2019, 28); see also: Heckmann/Paschke, 
(2018, 97).   
274 Cf. e.g.: Buchner/Kühling  (2019, 52 f.).; Plath (2018, 19); Taeger (2019, 85); probably critical of 
this: Frenzel (2021, 18). 
275 Thus: Taeger (2019, 93). 
276 Buchner/Kühling (2019, 44); Schantz/Wolff (2017, 512); Specht (2019, 30 ff.). 
277 Schulz, (2018, 22, 37); Plath (2018, 19 f.) On the unsuitability of this criterion: Golland (2018, 132). 
278 Stemmer (2021, 43); see also: Heckmann/Paschke (2018, 98); It is generally argued that power 
asymmetries should be brought more into the focus of data protection law, cf. e.g. Rost (2014, 76, 77); 
Rehak (2018); cf. for a „structural superiority“: Engeler (2021a). 
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an imbalance with regard to the data subject,279 in the special situation of big tech companies 

which offer services that the data subject more or less depends on, and which, at the same 

time, benefit from the data subject’s data, one could argue in favor of an imbalance between 

these large digital firms and the data subject. 

Invalid consent apart from contract 

Recital 43 sentence 1 GDPR is not limited to “consent as counter performance” but relates to 

the overall prerequisite of voluntary consent. An imbalance can, hence, also exist in other sit-

uations. The two market failures which we described before lead us to the assumption that 

such an imbalance between very large online platforms and the data subjects exists or can 

exist unless the data subject has the option of using the platform without consenting to the 

data processing. Thus, the two market failures justify a rebuttable presumption of invalid con-

sent if the consent is given to very large online platforms which needs to be refuted e.g. through 

a paid option to use the platform.280  

3.4.2.2.3  Asymmetric guidelines for the application of Art. 6(1)f GDPR 

Asymmetric guidelines which take into account the imbalance between very large online plat-

forms and the data subject could also be established with regard to Art. 6 para. 1 lit. f GDPR. 

Due to the specific risks for the data subject which correspond to the two market failures, it 

could be argued that the interest of the data subject generally outweighs the interests of the 

data controller when the data are processed by a very large online platform. 

3.4.2.2.4  Prohibit especially dangerous data processing 

If especially dangerous data processing by very large online platforms is identified, one could 

even think about prohibiting this as long as the information market failure is not solved. If the 

risk for the data subject clearly outweighs the interests in data processing and the concept of 

consent doesn’t work due to the two market failures, the need to protect the data subject jus-

tifies a prohibition of highly dangerous data processing, e.g. as Art. 5(a) DMA prohibits the 

merging of data by very large online platforms.281 
                                                                            
279 Paal (2020, 229 f.). 
280 See also our recommendation in section 3.4.4.4 to introduce an additional obligation for gatekeep-
ers that mandates the offering of a payment option for the core platform service without having to provide 
personal data. 
281 See our recommendation in section 3.4.4.3 to change Art. 5(a) DMA into a direct prohibition of the 
data combination without giving the gatekeeper the option to get consent from the end users for com-
bining the personal data. 
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3.4.2.2.5  Taking into account dark patterns 

In section 2.3.1 we have seen that dark patterns are biased choice architectures, e.g.  through 

default settings, which lead people to make decisions which are potentially against their indi-

vidual preferences.282 Designers of dark patterns use their design power via a web interface 

to influence users to make decisions that benefit them (the designers, not the users!), e.g. to 

have users declare their consent to data processing. One could also speak of “dark nudg-

ing”.283 Data protection law can help to reduce dark patterns. Where an incentive is given to 

declare consent to data processing, e.g. by using green buttons to give consent whereas the 

button to deny consent is colored red (preselection patterns), one could think of an (in)volun-

tarily given consent.284 California has implemented a law providing that consent to data pro-

cessing obtained by means of dark patterns shall be invalid.285 A similar law or, in any case, 

a respective interpretation of the GDPR, could be part of the “dark pattern solution” in Europe, 

too. We support such a law and such an interpretation of the GDPR. However, the different 

kinds of dark patterns require action by various areas of law to limit them, one of which is also 

consumer protection law. How especially consumer protection law could respond to dark pat-

terns should absolutely be subject to further discussion.286 

3.4.2.3  Solving the current problem of underenforcement 

As we have already discussed in chapter 2 data protection law does not only suffer from legal 

uncertainty but also from underenforcement. This aspect should be discussed, here, also from 

a data protection law perspective. It should be argued that the problem of underenforcement 

is a structural problem which particularly lies in the one-stop-shop principle. We will explain the 

problem in the following and discuss possible solutions. 

Since coming into force, data protection law has been less enforced than it would have been 

possible, although the data protection authorities have considerable enforcement powers ac-

cording to Art. 83 ff. GDPR. In this respect, the lack of enforcement of data protection law 

cannot be justified by a lack of enforcement instruments. Rather, the enforcement deficit lies 

on the one hand in the legal uncertainty inherent in data protection law and on the other hand 

in the lack of enforcement efforts by individual data protection authorities. This, in turn, may be 

                                                                            
282 Martini/Drews/Seeliger/Weinzierl (2021, 47, 51f.). 
283 Weinzierl (2020, 1, 3). 
284 Martini/Drews/Seeliger/Weinzierl (2021, 47, 53). 
285 14 lit. h CPRA which amends 1798.140 lit. h Nr. 1 CCPA. See also Chopra (2020). 
286 See also below section 3.4.3. 
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due to a lack of resources, but certainly also to other reasons, most notably the effects of the 

“one-stop-shop principle” and the resulting complex structure of competency. 

The “one-stop-shop principle” replaced the territorial principle287 under which several supervi-

sory authorities could have acted in cross-border data processing. The territorial principle led 

to efficiency losses and caused legal uncertainties which are meant to be avoided by the “one-

stop-shop principle”.288 Under this principle , the supervisory authority of the main establish-

ment or of the single establishment of the controller or processor is now competent to act as 

lead supervisory authority for the cross-border processing carried out by that controller or pro-

cessor in principle (Art. 56 para. 1 GDPR). It must, nevertheless, cooperate with the other 

supervisory authorities concerned according to Art. 60 to 62 GDPR. The aim of these provi-

sions is to reach a consensus among the supervisory authorities involved, which can e.g. be 

achieved through mutual assistance, exchange of information and joint action.289 If such a 

consensus cannot be reached, a dispute resolution procedure, the so-called consistency pro-

cedure, can be initiated pursuant to Art. 65 para. 1 lit. a GDPR, at the end of which a binding 

decision of the European Data Protection Board (EDPB) is issued.290 

Under this procedure, if the lead supervisory authority does not take the appropriate action, 

other supervisory authorities concerned can intervene: They can raise relevant and reasoned 

objections regarding the draft decision which the lead supervisory authority has previously had 

to submit to them (Art. 60 para. 4 GDPR). If the lead supervisory authority does not follow their 

objections or if it rejects them as not relevant or not reasoned, the EDPB has to adopt a binding 

decision under Art. 65 para. 1 lit. a GDPR. The lead supervisory authority then has to “trans-

late” this binding decision into its final decision (Art. 64 para. 6 GDPR). 

This process was recently followed with regard to the Irish data protection authority (Data Pro-

tection Commission, DPC) which is responsible, e.g., for Apple, Google, Facebook, Twitter, 

IBM and LinkedIn. It had issued a draft decision with regard to WhatsApp Ireland Ltd.’s com-

pliance with Art. 12 to 14 GDPR which triggered objections by no less than eight data protec-

tion authorities concerned, e.g. regarding the scope of the inquiry and the proposed enforce-

ment measures. As no compromise was reached, the EDPB was called upon to issue a binding 
                                                                            
287  In depth: Nguyen (2015, 265). 
288 Wagner/Ruhmann (2019). 
289  Cf. Wagner/Ruhmann (2019); CJEU judgment of 15 June 2021 – Facebook/Gegevensbescher-
mingsautoriteit, C-645/19, EU:C:2021:483; 
290 CJEU judgment of 24 September 2019 – Google/CNIL, C-507/17, ECLI:EU:C:2019:772 = NJW 
2019, 3499 para. 68; see also the Opinion of the Advocate General in Schrems II: CJEU judgment of 
16 July 2020 – Schrems II, C-311/18, ECLI:EU:C:2019:1145 = BeckRS 2019, 32163 para. 155; as well 
as: Gerhold (2021, 1134). 
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decision. In its decision, the EDPB obliged the DPC to amend its draft decision with regard to 

the infringements of transparency, the calculation of the imposed fine and the period for the 

order to comply.291 

If on the other hand the lead supervisory authority does not act at all, the procedures available 

to the other supervisory authorities concerned are more complex: A supervisory authority con-

cerned can contact the lead supervisory authority as part of the scheme of mutual assistance 

under Art. 61 para. 1 GDPR. If the lead supervisory authority does not react, the supervisory 

authority concerned can adopt provisional measures under Art. 61 para. 8 sentence 1 GDPR 

in accordance with Art. 55 para. 1 GDPR, e.g. evidence protection measures. It can also ask 

the EDPB to issue an urgent binding decision under Art. 66 para. 2 GDPR.292 However, the 

CJEU in a recent decision seems to have required a prior consultation in accordance with Art. 

56 paras. 3 to 5 GDPR in such cases.293 This is meant to inform the lead supervisory authority 

of the intentions of the supervisory authority concerned, and to enable it to adopt measures 

itself.294 In addition to this mechanism, some legal scholars have argued that the urgency 

procedure according to Art. 60 para. 11 GDPR should apply.295 Another possible instrument 

to be taken is the complaint of inactivity under Art. 66 para. 3 GDPR. This is the only instrument 

developed explicitly with regard to the competent supervisory authority’s inactivity.296 

As a consequence of all of these procedures, the final substantive decision lies with the 

EDPB.297 However, its decision still has to be “translated” into a decision with an external 

effect by the lead or another competent supervisory authority. Because the EDPB does not 

have any powers under Art. 58 GDPR, it has to rely on these supervisory authorities’ 

                                                                            
291 EDPS, Binding decision 1/2021 on the dispute arisen on the draft decision of the Irish Supervisory 
Authority regarding WhatsApp Ireland under Article 65(1)(a) GDPR, adopted on 28 July 2021, p. 86 ff. 
292 CJEU judgment of 15 July 2021 – Facebook/ Gegevensbeschermingsautoriteit, C-645/19, 
ECLI:EU:2021:483, para. 71.  
293 Very unclear whether the CJEU maybe only demands this in cases falling under Art. 56 para. 2 
GDPR, as the clear wording of the law as well as its systematics would suggest, CJEU judgment of 15 
July 2021 – Facebook/ Gegevensbeschermingsautoriteit, C-645/19, ECLI:EU:2021:483, paras. 58 ff. 
294 CJEU judgment of 15 July 2021 – Facebook/ Gegevensbeschermingsautoriteit, C-645/19, E-
CLI:EU:2021:483, paras. 60, 71. 
295 Blasek (2021); Gerhold (2021, 1134). 
296 Caspar (2020a, 12); critical on this: Konferenz der Datenschutzbeauftragten des Bundes und der 
Länder (2015, 14 f.). 
297 Leaning towards this assessment as well: Gerhold (2021, 1135); von Lewinski (2017, 1487); Thiel 
(2021, 470). This also corresponds with the EDPB’s task as defined in Art. 70 para. 1, specifically sen-
tence 2 lit. a, lit. e alternative 1, lit. t GDPR. Against such a binding decision, an action for annulment 
under Art. 263 TFEU may be brought, Weber/Dehnert, ZD 2021, 63, 67; see also recital 143. 
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cooperation. If such a cooperation cannot be obtained, the only possible reaction is for the 

European Commission to start lengthy infringement proceedings under Art. 267 TFEU.298  

In some cases, European supervisory authorities have proceeded against GAFA(M) compa-

nies or comparable platforms. However, their number is small. They are listed in the following 

table:  

 
Table 1: Fines imposed on companies in the platform economy (data mainly taken from 
enforcementtracker.com) 
 

Date Amount of the 
fine 

Country of 
domicile Su-
pervision 

Addressee Brief description 

2019 51,000 € Germany Facebook 
Germany 
GmbH 

Failure to notify the competent super-
visory authority in Hamburg of the 
data protection officer. 

21.01.2019 50,000,000 € France Google LLC Unlawful data processing in regards to 
account creation via the Android oper-
ating system. The allegations are: the 
lack of transparency (Art. 5 GDPR), 
the lack of a legal basis (Art. 6), infor-
mation deficits (Art. 13, 14) as well as 
the vagueness and lack of unambigu-
ity of the declaration of consent (Art. 4 
No. 11). 

11.03.2020 5,000,000 € Sweden Google LLC Unlawful handling with regard to the 
right of users to have search sugges-
tions deleted. The Higher Administra-
tive Court in Stockholm did not uphold 
an appeal by Google, but reduced the 
amount of the fine to approximately 5 
million euros.   

14.07.2020 600,000 € Belgium Google Bel-
gium SA 

Unlawful refusal of a data subject's re-
quest to limit the discoverability of an 
outdated article ("dereferencing") and 
the lack of transparency of the request 
form.  

16.07.2020 28 € Hungary Google Ire-
land Ltd. 

Failure to respond in a timely manner 
to a data subject's request for infor-
mation (Art. 15). 

15.12.2020 450,000 € Ireland Twitter Inter-
national 
Company  

Failure to inform the supervisory au-
thority of a data protection breach 
within the meaning of Art. 33 DSGVO 

07.12.2020 35,000,000 € France Facebook 
Europe Core 
S.à r.l. 

Specificity: The decision is based on 
Art. 82 of the French Data Protection 
Act. The storage of cookies without 
the consent of the data subject and 
the insufficient information regarding 
the processing of cookies are objected 
to. The "one-stop-shop principle“ is 
considered inapplicable. 

07.12.2020 60,000,000 € France Google LLC 

                                                                            
298 Caspar (2020, 28). 
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07.12.2020 40,000,000 € France Google Ire-
land Ltd. 

Special feature: The decision in both 
cases is based on Art. 82 of the 
French Data Protection Act. The stor-
age of cookies without consent, the in-
sufficient information regarding the 
processing of cookies and the defec-
tiveness of the function to reject the 
storage of advertising cookies are also 
objected to. The "one-stop-shop prin-
ciple“ is considered inapplicable. 

09.04.2021 750,000 € Netherlands Tik Tok 
 

Violation of the privacy of minors. Fail-
ure to provide information that is un-
derstandable and transparent for mi-
nors. 

16.07.2021 746,000,000 € Luxembourg Amazon Eu-
rope Core 
S.à.r.l. 

Illegal data processing operations 
(more concrete information currently 
not available). Amazon intends to 
seek legal remedies. 

 

Among the listed fines, there are six fines that censure violations of the GDPR. Among these 

fines, the fine of the French data protection authority against Google LLC in the amount of € 

50 million and the fine of the Luxembourg supervisory authority against Amazon Europe Core 

S.á.r.l. in the amount of € 746 million are outstanding. The Amazon case is the first case in 

which a data protection authority of a member state has acted, in line with the “one-stop-shop 

principle”. In all other cases listed, either the “one-stop-shop principle” was deemed not to 

apply at the time of the issuance of the notice of the fine,299 or a fine was issued exclusively 

against a specific member state subsidiary that does not constitute the European head office, 

resulting in a smaller fine.300 The French regulator issued three significant fines against 

GAFA(M) companies in December 2020, which are based on breaches of national data pro-

tection law, thus deeming the “one-stop-shop principle” inapplicable.301  

Although the “one-stop-shop-principle” may cause more legal certainty, it leads to inconsistent 

law enforcement in the different member states. We thus agree with the German Federal Data 

Protection Commissioner (“Bundesdatenschutzbeauftragter”, BfDI) that there is a need for a 

European Data Protection Authority.302 We argue in favor of a financially adequately equipped 

European Data Protection Authority which is competent for the data processing by very large 

online platforms because data processing by those very large online platforms should be con-

trolled more carefully than less dangerous data processing. To identify potentially unlawful 

                                                                            
299 For example, CNIL (2019) 
300 For example, for the fine imposed by the Hamburg Data Protection Commissioner on Facebook 
Germany GmbH, cf: HmbfDI (2019, 107). 
301 Haufe Online Redaktion (2020). 
302 Stupp (2021). 
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data processing, one could also think of further reporting requirements, e.g. within the scope 

of Corporate Digital Responsibility.  

The problems of underenforcement and legal uncertainty are very important and urgent issues 

that require a fast solution. If we wait another ten years to solve them, irreversible harm will be 

done to the informational self-determination of EU citizens. We are of the opinion that we have 

a similarly dramatic situation in data protection law as we have in competition law where we 

react with “revolutionary” changes. The same should be done in data protection law. 

 

3.4.3  Consumer policy 

From an economic perspective consumer policy has the task of remedying market failure prob-

lems that are caused by information and behavioral problems of consumers.303 Theoretical 

and empirical research in information economics and behavioral economics has shown that, 

e.g., through asymmetric information and behavioral biases, "adverse selection" and "moral 

hazard" problems as well as systematic decision errors of consumers can arise, which lead to 

serious market failures and can harm consumers. Firms can also use misleading and decep-

tive information and aggressive sales practices to the detriment of consumers. The analysis in 

section 2.3.1 about the problems of consumers to make rational and well-informed decisions 

about the collection and use of personal data is only another example of the general problems 

that consumers can have with respect to their consumer decisions due to their limited infor-

mation and limited capabilities to process information, cognitive limitations and behavioral bi-

ases.304 Consumer policy has developed a broad set of policy instruments for protecting con-

sumers against a wide range of those practices and specific risks that might lead to harms for 

consumers (and, in particular, also to specific groups of vulnerable consumers). Consumer 

education, certification and labelling solutions, nudging policies (e.g. through consumer-

friendly default settings), mandatory regulations for disclosing information, judicial control of 

standard form contracts, regulations against misleading and aggressive sales practices, as 

well as direct regulation of minimum standards for contracts, products, and services (e.g., with 

respect to safety and health risks) are well-established and widely used instruments in the tool-

box of consumer policy.305 

                                                                            
303 See for easy-to-read overviews about consumer policy, also from a behavioral economics perspec-
tive, OECD (2010) and Luth (2010) 
304 See Digital Regulation Project (2021a, 4).  
305 See OECD (2010). 
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It is not possible in this report to analyze whether and to what extent the current consumer law 

in the EU, which consists of a number of different laws, is capable of dealing with the manifold 

consumer protection problems that can emerge on online platforms or how these lasw can be 

improved for better solving these problems. Instead, we will summarize the most important 

results of a recent policy report (Digital Regulation Project: Consumer protection for online 

markets and large digital platforms).306 This report asks – in a general way - from a consumer 

protection perspective, whether online platforms create additional problems for consumer pro-

tection, which might not be covered sufficiently by current consumer law, and whether refine-

ments of consumer law might be necessary for better remedying these problems. The authors 

of the report are, however, particularly interested in the additional question whether for the 

"largest online gatekeeper platforms"307 additional and stricter rules with respect to consumer 

protection might be necessary in comparison to other online platforms. Since these large gate-

keeper platforms are presumably identical with the gatekeeper platforms of the large digital 

firms, the research question of this report is directly linked to our policy proposal that for the 

large digital firms also stricter rules for data protection and consumer protection might be nec-

essary (asymmetric regulation).308 

The report sees four main reasons for a differential treatment of these large digital plat-

forms:309 (1) These gatekeepers between business users and consumers have the ability of 

setting the rules on their platforms and monitor and control the activities through their access 

to relevant data algorithmic design skills. (2) Through their immense access to consumer data 

and their skills in using machine learning algorithms, they can analyze these data for behav-

ioral patterns and can use A/B testing techniques for refining their design choices for influenc-

ing consumer behavior. (3) Weak consumer protection can particularly also increase market 

power, which due the already existing competition concerns regarding the largest online plat-

form is particularly problematic. (4) Since a key rationale for consumer protection is the exist-

ence of imbalances of power between a firm and its consumers, any consumer laws that are 

applicable equally to all firms will protect consumers not sufficiently against the greater power 

of the largest online platforms. Stronger regulation for these platforms would therefore benefit 

the consumers much more than any additional burden for these platforms. In the following 

analysis, the report shows for a number of problems, why these largest online platforms should 

                                                                            
306 See Digital Regulation Project (2021a). The authors of this report are a group of economists from 
Europe and the U.S. 
307 See ibid., 2. 
308 See above section 2.4. 
309 See ibid., 10. 
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be subject to additional and stricter consumer protection rules than other online platforms.310 

Particularly interesting for our problem is that "the largest online platforms should be given 

specific responsibility to ensure that their choice architecture is neutral"311 and that they also 

should be subject to additional regulatory powers.312 

The results of this report show that the combination of the power of digital platforms and the 

information and behavioral problems can justify asymmetric regulation in form of stricter rules 

for the large digital firms also in consumer law (despite its usual character as a horizontal 

regulation). In that respect, the "dark pattern" problem (with its use of manipulative choice 

architectures, also through the use of machine learning techniques, consumer data mining and 

A/B testing) is also very relevant for consumer protection, and should therefore also be ad-

dressed by consumer policy. Similar to data protection law it is not possible here to analyze 

from a legal perspective, whether and to what extent the manifold forms of "dark patterns" can 

be addressed in an effective way by consumer law, or how to improve consumer law in that 

respect. These questions are right now both in Europe and in many other countries (particularly 

in the US) on the agenda for research and policy-making. It seems that at least part of these 

"dark patterns" might be covered also by existing consumer law, but there are also many phe-

nomena, which cannot be addressed, in addition to complex and difficult enforcement prob-

lems (e.g. with respect to evidence).313 It is, however, very interesting that the new methods 

of A/B testing can, vice versa, also be used as a new instrument for consumer protection reg-

ulation, e.g. by mandating large online platforms to prove the impact of their choice architec-

tures.314  

However, the consumer policy discussion about helping consumer to make better decisions 

about the collection and use of personal data vis-a-vis the large digital firms should also look 

beyond the problem of "biased vs. neutral" choice architectures: (1) It is wellknown that also 

consumer policy can use "nudging" policies for remedying behavioral biases of consumers, 

e.g., by setting "privacy-friendly" defaults, and other nudging instruments, for helping consum-

ers to better decisions in their own interests.315 (2) Consumer policy can also use the instru-

ments of (voluntary and mandatory) certification and labelling solutions, standardisation of 

                                                                            
310 This refers e.g. to the demarcation of digital advertising, bans on payments for ranking and inclusion 
in "best buy" boxes, auto-renewing subscriptions, continuous real-time data portability, impeding target-
ing vulnerable consumers, and "policing" harmful behavior of third-party business users. 
311 Ibid., 9 
312 See ibid., 30. 
313 See, e.g., Martini et al. (2021), Weinzierl (2020), Digital Regulation Project (2021a). 
314 See Digital Regulation Project (2021a, 30).  
315 See Thaler/Sunstein (2008). 
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disclosure information, model contracts, but also mandatory regulation of minimum standards 

of choice or of limiting the extent or the types of the collection and use of personal data. Also 

warnings about the risks of providing too many personal data or specific types of data etc. can 

be a part of the tool-box that can be directly applied also with respect to decisions of consumers 

aboutn their personal data and privacy. One additional instrument are the much discussed 

Personal Information Management Systems (PIMS). 

 

3.4.4  Towards a more integrated and collaborative policy approach 

In 2014 the European Data Protection Supervisor published a "Preliminary Opinion" about 

"Privacy and competitiveness in the age of big data: The interplay between data protection, 

competition law and consumer protection in the Digital Economy".316 In this prescient and 

much quoted paper the EDPS already very clearly analyzed the crucial role of personal data 

for many platform business models with "free" services, and the ensuing privacy problems. 

This paper did not only show how this problem is relevant in the EU for data protection law, 

consumer law, and competition law, it also emphasized the interfaces between competition 

law, consumer protection, and data protection, and suggested as next step "to explore the 

scope of closer coordination between regulators".317 This is the topic that will be analyzed 

deeper in this last section 3.4.4.  

We see our analysis in this report also as entirely in line with this pioneering contribution of the 

EDPS.318 From our framework in section 2.2 about the problem of the simultaneous existence 

of both market failures (market power, information and behavioral problems) and the interac-

tion effects of competition law, data protection and consumer law on competition and data 

protection, it could be clarified that an integrated analysis of the causes of the problems and 

the effects of the different policies is necessary. In several parts of our report we have seen 

that with respect to the huge economic power of large digital firms the competition problem 

cannot be analyzed and remedied independently from the problem of information and behav-

ioral problems regarding the collection and use of personal data. Also attempts to solve the 

information and behavioral problems are very difficult, and do not help much, as long as the 

                                                                            
316 EDPS (2014). 
317 EDPS (2014, 38). 
318 In fact, the analytical framework used in this report has its roots to some extent in an early article of 
one of the authors (Kerber 2016), in which (also inspired by this preliminary opinion of the EDPS) the 
possible contribution of the three policies competition law, consumer law and data protection law for 
dealing with the privacy problem has been analyzed from an economic perspective (including the con-
clusion of the need for an integrative approach).  
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large digital firms have quasi-monopolistic market power with regard to their core platform ser-

vices, because the consumers do not have other realistic choice options. Therefore, both mar-

ket failures have to be addressed, and this might require that competition policy and data pro-

tection law and/or consumer law (or even additional policies) have to contribute to the solution 

of this common problem simultaneously. One of the important theses of this report is that the 

problem of the huge economic power of the large digital firms cannot be successfully dealt with 

through the application of only one of the policies. It also implies that the objectives of data 

protection law and competition law cannot be achieved any more independent from each 

other.319 

In our step-by-step analysis in chapter 3, we have distinguished different strategies about pol-

icy solutions for enabling both more competition and more data protection. We have seen that 

there might be scope also in traditional competition law for protecting consumers better with 

respect to data protection and privacy against the market power of large digital firms, but this 

scope is still not explored and might be very limited due to many unsolved problems of as-

sessing privacy effects in competition law. The serious problems of consumers to manage their 

personal data cannot be solved by traditional competition law. If the DMA is interpreted primar-

ily as a new (ex-ante) competition policy instrument, then a similar conclusion has to be drawn, 

i.e. that it cannot contribute much to the solution of information and behavioral problems, and 

therefore remains very limited in its impact on data protection and privacy. This implies that 

data protection law and consumer policy have to contribute for solving these problems, and 

we explored at least briefly, in which direction these policies can and should be developed for 

offering the perspective of a larger and more effective contribution. All of these approaches 

remain however unilateral approaches, which are not the result of some form of coordination 

between these policies. 

From an economic policy perspective it is clear that a combination of only unilateral ap-

proaches by different policies, for solving these common problems on digital markets, might 

suffer from manifold problems and remain limited, particularly with respect to conflicts, gaps, 

and the use of synergies. A more integrative and collaborative approach, in which some form 

of coordination between these policies is possible, either with respect of their reforms or with 

their application by enforcement authorities, offers the chance of much more effective solu-

tions.320 How can such a more integrative and collaborative policy approach look like? What 

questions have to be asked, at what levels is coordination and collaboration possible, and how 

                                                                            
319 This is also very clearly one of the main results in the report of Douglas (2021, 3). 
320 See also from an economic perspective Jin/Wagman (2020). 
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can this be applied in practice? In the following, we distinguish (a) the level of the policies (or 

laws) and (b) the level of the application of the policies by enforcement authorities or courts.  

Steps towards more and better coordination I: The level of policies 

At the level of the policies, it can be asked, what combination of policies (laws and regulations) 

can be particularly helpful for a more effective solution of the problems of market power, data 

protection, and consumer empowerment on digital markets with personal data as key resource 

and the business models of the large digital firms. How can competition policy, data protection 

law, and consumer law be better aligned to each other for solving these problems? In a coor-

dinated approach, policy-makers would try to look at all policies that are relevant for solving 

this complex problem, and would try to understand the effects of each policy on this common 

problem, and what each policy might be able to contribute with its remedies for solving it. This 

implies that it is necessary to develop a common understanding of the problem that has to be 

solved, the effects of the different policies on competition, data protection, and consumer pro-

tection, and what the aggregated effects of the combination of these policies are. It is therefore 

necessary to understand the effects of the interplay of these policies. Such a framework, as it 

was presented in section 2.2, can help to understand this interplay. Based upon such an anal-

ysis, it can be better understood to what extent and how the current policies do not work well 

and/or are not well aligned to each other, i.e. what the policy problems and the coordination 

problems between these policies are. This facilitates also the identification of conflicts, gaps 

and missed opportunities for unlocking synergies through the combination of these policies.321  

For such analyses it is necessary that experts in competition policy, data protection law, and 

consumer law are collaborating in this research, as well as also experts from different disci-

plines, as, in particular, lawyers, economists and other social scientists, IT specialists and data 

scientists etc. This requires academic research and the working out of a common understand-

ing and perspective through the experts of these different policies. It is crucial that the experts 

are open to go beyond their traditional "policy silos" (with their often deeply entrenched con-

cepts and methods), and willing to develop also new innovative ways how to approach their 

common problems. This requires also questioning the current traditional approaches in these 

policies as well as asking whether other new and innovative ways for improving these policies 

might lead to more effective solutions. With regard to the economic power of the large digital 

firms, competition experts have been forced to do this in recent years, and the new innovative 

regulatory approaches in Europe are a result of such a difficult process. However, for such an 

                                                                            
321 In chapter 2 it was also shown that it is not easy to identify correctly conflicts and synergies. 
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integrative and collaborative approach such policy innovations should not take place within the 

policy silos but should be the result of a collaborative approach from experts from all policies 

for enabling also a better alignment of these policies for mitigating conflicts, close gaps, and, 

in particular, use better potential synergies through a sophisticated new combination of these 

policies.322  

Very important is that such an approach can also lead to the insight that, instead of using the 

current policies, it might be a better approach to introduce new additional policies and regula-

tions, which also might allow in an easier and more targeted way to solve the problems more 

effectively, including how to deal with conflicts and unlocking synergies. The Digital Markets 

Act as a new additional regulation with the specific task of dealing with the economic power of 

gatekeeper platforms can be understood as such a policy innovation. Our critique in section 

3.3 regarding the current discussion about the DMA is that it is in danger to focus too narrowly 

on competition policy, and misses the opportunity to take into account also the possibilities to 

introduce also stricter rules for these gatekeeper platforms with respect to data protection and 

consumer protection as part of a more integrated regulatory approach for these large gate-

keeper platforms.323 

Steps towards more and better coordination II: The level of enforcement 

At the level of enforcement agencies already a number of initiatives exist with respect to dia-

logue, communication, and collaboration with respect to competition law, data protection (or 

privacy) law and consumer protection. A brief international overview can be found in the report 

of Douglas showing that "recent inter-agency cooperation includes consultations on individual 

matters, the issuance of joint guidance, new agency collaborative agreements and more".324 

Also within the EU, consultations between competition and data protection authorities in spe-

cific competition cases do exist as well as platforms and forums for sharing information or even 

agreements for cooperation between agencies.325 However, most of them refer to cooperation 

                                                                            
322 The problem of "policy silos" has been raised repeatedly in this policy discussion. See e.g. Douglas 
(2021, 26-27), quoting from a speech of the former head of EDPS, Giovanni Buttarelli, in 2019: "We can 
no longer afford to observe the bureaucratic niceties and jurisprudential silos of competition, consumer 
and data protection law. From now on, all of these arms of the supervision of the digital economy and 
society need to be working together and coherently." See with respect to enforcement also Reyna 
(2021). 
323 Other innovative new proposals are the Digital Services Act or the Data Governance Act. For all 
these and other policy initiatives the question arises how the current policies and these new policies are 
working together, and what the aggregate effects of these broad set of (old and new) policies are, e.g. 
also with respect to the economic power of the large digital firms.  
324 Douglas (2021, 26). 
325 See the examples in Douglas (2021, 26-27).  
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between agencies at the national level, like e.g. in the UK.326 At the EU level, the "European 

Digital Clearinghouse" (hosted by academic institutions) offers a platform since 2017 for facil-

itating cooperation, dialogue and exchange of insights and best practices, also between au-

thorities in competition law, data protection, and consumer protection.327 However, it should 

be seen clearly that so far nearly no well-established collaboration between the enforcement 

authorities of these policies exist, in particularly also not between competition and data protec-

tion authorities. Overall, collaboration, information exchange and dialogue between these 

agencies exist only in rare cases, and the intended process of more collaboration is still in its 

infancy. 

Instead of asking how more collaboration can be achieved practically and also supported in-

stitutionally,328 we would like to focus at least briefly on the question, what should be the main 

tasks of such a collaboration from our specific perspective and with respect to the economic 

power of the large digital firms: 

(1) Important is again that competition and data protection authorities develop a common un-

derstanding of the problems that they are dealing with on digital markets, and especially with 

respect to the economic power of the large digital firms. This could also help them to think 

about and develop a joint strategy how they can use their current instruments from both legal 

regimes for achieving better the objectives of both competition law and data protection law. 

This can also imply to coordinate which agency should deal primarily with which group of prob-

lems, which also could include a coordinated prioritization of enforcement activities.  

(2) Competition authorities and data protection authorities can also collaborate much more 

specifically for solving particular problems, especially with respect to conflicts. In our report 

repeatedly problems and conflicts emerged, where we suggested that this might be solved 

best through a direct collaboration between these two types of authorities. This referred pri-

marily to various kinds of data-sharing remedies in competition law or the DMA, as well as 

cases, in which e.g. the large digital firms use privacy protection measures as a strategy for 

foreclosing competitors and increasing barriers to entry. In these cases, also the development 

of guidelines how to solve the trade off-problems between competition and data protection 

might be very helpful. They might be jointly issued guidelines but can also be guidelines of one 

of the agencies, which are however developed in close consultation with the other agency. 
                                                                            
326 See, e.g., a recent policy paper of the CMA (2021) for launching a "Digital Regulation Cooperation 
Forum" for more regulatory coordination between the CMA, the ICO and Ofcom in digital markets. 
327 See the website of the Digital Clearinghouse https://www.digitalclearinghouse.org/ and Vezzoso 
(2020, 18). 
328 See e.g. Reyna (2021) who distinguishes three models of cooperation: information as-hoc co-oper-
ation, structured dialogue, and integrated dialogue. 
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(3) A very important third level can refer to consultation and collaboration in individual cases, 

both in competition law and in data protection law. This might be limited to the exchange of 

information but can also be extended to consultations with respect to the assessment of cases, 

or the specification of remedies. It could even be possible that both agencies start in a coordi-

nated way their own investigations and make both decisions, which might lead to a more ef-

fective combination of remedies for solving better competition and data protection problems. 

We are fully aware that many of these suggestions are hard to implement in reality, and would 

often also need institutional preconditions, which so far do not exist. However, the basic idea 

of this last section of this report was to develop a perspective, in which direction policy-makers 

and enforcement authorities should look for solutions. 
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